Distribution Theory MT20

Problem Sheet 1
Problem 1. Define ¢: R — R by
. e ifz >0
olz) = { 0 ifzr<o0.

Show that ¢ is C*°, and deduce that

U(@) = 6(2(1 —2))¢(2(1 + z))

belongs to Z(R). Does the restriction to (—1, 1), ¥|(_1,1), belong to Z(—1,1)?
Calculate the Taylor series for ¢ about 0 (note: not for ). Does the series converge, and if
so, then what is its sum?

Problem 2. In this question all functions are real-valued.
(a) Let K be a compact proper subset of the open interval (a, b). Show carefully that there exists
p € P(a,b)suchthat0 < p<landp=1onK.
(b) Give an example of ¢, 1) € Z(R) such that max(¢p, 1)), min(y, v) are not smooth compactly
supported test functions. Here we define max (¢, v)(z) = max{p(z),v(z)} for each = and
similarly for min(yp, v).

Next, let w € Z(a,b). Show that there exist uq, us € Z(a,b) with u; > 0, us > 0 and
U = Uy — Usg.
(c) Generalize the last statement to n dimensions as follows. Let {2 be a nonempty open subset
of R" and u € 2(£2). Show that there exist uy, us € Z(£2) with u; > 0 and uy > 0 such that
U = Uy — Us.
(Hint: You may for instance note that 4u = (u + 1)?> — (u — 1)? and if v is a cut-off function
between the support of uw and the boundary of €}, then vu = u.)

Problem 3. Let 2 be a nonempty and open subset of R”, 1 < p < oo and f € LP(2). Show
that for each ¢ > 0 there exists g € Z({2) such that || f — g||, < e.

(Hint: One approach is to do it in two steps. First choose an appropriate open subset O C ()
so that h = f1¢ is a good LP approximation of f. Then use a result from lectures.)

Problem 4. Let p, ¢ € [1, 00] with %D + % = 1. Show that if f € L?(R), g € L(R), then
f * g € C(R). Next, show that if p € (1,00), then f * g € Co(R), thatis, f * g is continuous
and (f * g)(x) — 0 as || — co. What happens when p = 1 and ¢ = c0?



Problem 5. In each of the following 3 cases decide whether or not u; is a distribution:

o0 [ee)

(ur,0) = > 2700(0),  (us,0) = > 26V(j),  (us,0) = 9(0)%,

j=1 j=1
where ¢ € Z(R) is so that the expression makes sense.

Problem 6. (Optional and harder)

(i) Construct ¢ € Z(R) supported in [—1, 1] such that g(0) = 1 and ¢")(0) = 0 for all j € N.
(Hint: First find ¢ € Z(R) supported in [0,1] with [, = 1. Then consider the solution to
y'(z) = o(—x) — @(x) with support in [—1,1].)

(ii) Let (a,)22, be an arbitrary sequence of real numbers. Define for n € N; and positive
numbers ¢,, > 0 the functions

gn(z) = g(g) anx”, x e R.

Check that g,, is C> with support contained in [—¢,, ¢,,| and gﬁlk) (0) = @yn0p k, where 6, is the

Kronecker delta.
Show that for each n € Ny it is possible to choose ¢, > 0 so small that
95 ()] < 27" (1)

holds for all x € Rand each 0 < k < n.
(iii) We now fix each ¢, so that (1) holds. With these choices we define

flz) = Zgn(oc), x e R.

Check that f € 2(R) with support contained in [—1, 1] and that f™(0) = a,, for all n € Nj.
(This is a particular case of a result due to Emile Borel.)

Problem 7. (Optional and harder)
This problem gives an alternative construction of a smooth compactly supported test func-
tion. We start with a rough convolution kernel /» = 1¢ 1) and put as usual for each r > 0,

ho(2) = 1h(f

1
— 1o (z), z€ER
. ) Tmﬂ@ T

r
(i) Let 0 < r < s. Show that h,  h, is continuous, spt(h, * hs) = [0,r+s] and 0 < h, xh, < 1.
(i) Let k € Ny and assume u € C*(R) with spt(u) C [a, b]. Prove that h, * u € C*1(R) with
spt(h, *xu) C [a,b+ r] and

u® (z) — u®(z —r)

(hy u)(kﬂ)(x) = .



(i11) Let (rj);?‘;o be a decreasing sequence of positive numbers and put

n

Rn:Z’f’j.

J=0

Define u,, = h;, * h,, * ---* h,, foreachn € N.
Show that u,, € C"*(R) with spt(u,) C [0, R,,] and

- ror1 Tk

forallz € Rand 0 < £ < n. (Hint: Proceed by induction on n and write u,, = h,, * v, for
some suitable v,,.)
(iv) Assume that

o0
R:ZT’]‘<OO.
=0

Show that (u,,) is a uniform Cauchy sequence. By suitable iteration of this, deduce that the limit
function
u(z) = lim u,(z), z€R,

n—o0

belongs to Z(R) with spt(u) C [0, R] and

2k
()] < ———
/r‘O’r'l “ .. T‘k

for all z € R and k € Ny. In particular, u € Z(R),0 < u < % and fRu =1.



