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## 1 Introduction

These notes should be used to support the lectures for B5.2: Applied Partial Differential Equations. First, however, we pause to review some basic concepts relating to partial differential equations and to remember some basic methods for solving ODEs and PDEs. Some worked examples are also included to refresh your memory.

## What is a PDE?

A partial differential equation (PDE) is an equation for some quantity $u$ (the dependent variable) which depends on two (or more) independent variables and involves partial derivatives of $u$ with respect to at least some of these independent variables. In this course, we limit attention to just two independent variables, so $u=u(x, y)$, and at most two derivatives. Then our PDE can be written in general terms as follows:

$$
F\left(x, y, u, u_{x}, u_{y}, u_{x x}, u_{x y}, u_{y y}\right)=0
$$

## Notes

1. In applications, $x, y$ often represent spatial variables and a solution may be required in some region $\Omega$. In this case, there will be some conditions to be satisfied on the domain boundary $\partial \Omega$; these are called boundary conditions (BCs).
2. In applications, one of the independent variables may represent time, $t$ say. Then there will be initial conditions (ICs) to be satisfied (i.e., $u$ may be specified everywhere in $\Omega$ at $t=0$ ).
3. In applications, systems of partial differential equations (PDEs) can arise involving the dependent variables $u_{1}, u_{2}, \ldots, u_{m}, m \geq 1$ with some (at least) of the PDEs involving more than one dependent variable.
4. It is common to use subscripts as shorthand for partial derivatives, i.e.

$$
\begin{equation*}
u_{x} \equiv \frac{\partial u}{\partial x}, \quad u_{x y} \equiv \frac{\partial^{2} u}{\partial y \partial x} \tag{1}
\end{equation*}
$$

5. We will assume that $u$ is sufficiently smooth for all the required partial derivatives to exist and to be independent of the order in which the derivatives are performed, i.e.

$$
\begin{equation*}
\frac{\partial^{2} u}{\partial y \partial x} \equiv \frac{\partial^{2} u}{\partial x \partial y}, \quad u_{x y} \equiv u_{y x} \tag{2}
\end{equation*}
$$

## Definitions

- The order of the PDE is the order of the highest (partial) differential coefficient in the equation.

As with ODEs, it is important to be able to distinguish between linear and nonlinear equations:

- A linear equation is one in which the equation and any BCs or ICs do not include any product of the dependent variables or their derivatives; an equation that is not linear is nonlinear.

$$
\begin{aligned}
\frac{\partial u}{\partial t}+c \frac{\partial u}{\partial x} & =0 \quad \text { first order linear PDE (the simplest wave equation) } \\
\frac{\partial^{2} u}{\partial x^{2}}+\frac{\partial^{2} u}{\partial y^{2}} & =\Phi(x, y) \quad \text { second order linear PDE (Poisson's equation). }
\end{aligned}
$$

- A nonlinear equation is semilinear if the coefficients of the highest derivative are functions of the independent variables only.

$$
\begin{gathered}
(x+\alpha) \frac{\partial u}{\partial x}+x y \frac{\partial u}{\partial y}=u^{3} \\
x \frac{\partial^{2} u}{\partial x^{2}}+y(x+y) \frac{\partial^{2} u}{\partial y^{2}}+u \frac{\partial u}{\partial x}+u^{2} \frac{\partial u}{\partial y}=u^{4}
\end{gathered}
$$

- A nonlinear PDE is quasilinear if it is linear in the derivatives of order $m$, with coefficients depending only on its independent variables, $x, y$ say, and partial derivatives of order $<m$.

$$
\left[1+\left(\frac{\partial u}{\partial y}\right)^{2}\right] \frac{\partial^{2} u}{\partial x^{2}}-2 \frac{\partial u}{\partial x} \frac{\partial u}{\partial y} \frac{\partial^{2} u}{\partial x \partial y}+\left[1+\left(\frac{\partial u}{\partial x}\right)^{2}\right] \frac{\partial^{2} u}{\partial y^{2}}=0
$$

- Principle of superposition. A linear equation has the useful property that if $u_{1}$ and $u_{2}$ both satisfy the equation then so does $\alpha u_{1}+\beta u_{2}$ for any $\alpha, \beta \in \mathbb{R}$. This is often used to construct solutions to linear equations (for example to satisfy BCs and ICs, cf Fourier series methods). This is NOT true for nonlinear equations.


## Examples

Wave Equations Waves on a string, sound waves, waves on stretched membranes, electromagnetic waves, etc

$$
\frac{\partial^{2} u}{\partial x^{2}}=\frac{1}{c^{2}} \frac{\partial^{2} u}{\partial t^{2}}
$$

or, more generally,

$$
\frac{1}{c^{2}} \frac{\partial^{2} u}{\partial t^{2}}=\nabla^{2} u
$$

where $c$ is a constant, the wave speed.

## Diffusion or Heat Conduction Equations

$$
\frac{\partial u}{\partial t}=\kappa \frac{\partial^{2} u}{\partial x^{2}}
$$

or, more generally,

$$
\frac{\partial u}{\partial t}=\kappa \nabla^{2} u
$$

or even

$$
\frac{\partial u}{\partial t}=\nabla \cdot(\kappa \nabla u)
$$

where $\kappa$ is typically a constant (diffusion coefficient or thermal conductivity).

- Both the wave equation and the diffusion equation are linear equations that involve time $t$ as an independent variable. They require initial and boundary conditions for their solution.
- A physical interpretation of a function of two variables might, for example, relate to the temperature in a metal bar and how this changes over time. Imagine that one end of a a metal bar is placed next to a heat source. In order to describe the response to heating the bar, we need to know: (a) the temperature at a given position, and (b) the temperature at a given time. In other words, the temperature $T$ in the bar should be viewed as a function of two real variables, position $x$ and time $t$, say. From this, we can draw a better understanding of the meaning of a derivative of a function of two variables. For example, we can describe $T_{t}$ as "the rate of change of temperature over time at a fixed position of $x$ ".

Laplace's Equation Another example of a second order linear equation is Laplace's equation:

$$
\begin{equation*}
\frac{\partial^{2} u}{\partial x^{2}}+\frac{\partial^{2} u}{\partial y^{2}}=0 . \tag{3}
\end{equation*}
$$

or more generally

$$
\nabla^{2} u=0 .
$$

This equation usually describes steady processes and is solved subject to BCs.

## Other Common Second Order Linear PDEs

- Poisson's equation is simply Laplace's equation (homogeneous) with a known source term (e.g. electric potential in the presence of a charge density):

$$
\nabla^{2} u=\Phi
$$

- The Helmholtz equation may be regarded as a stationary wave equation:

$$
\nabla^{2} u+k^{2} u=0
$$

- The Schrödinger equation is the fundamental equation of physics for describing quantum mechanical dynamics. The Schrödinger wave equation is a PDE that describes how the wavefunction of a physical system evolves over time:

$$
-\nabla^{2} u+V u=i \frac{\partial u}{\partial t}
$$

## Nonlinear PDEs

- An example of a nonlinear equation is Fisher's equation for the propagation of reactiondiffusion waves:

$$
\frac{\partial u}{\partial t}=\frac{\partial^{2} u}{\partial x^{2}}+u(1-u) \quad 2 \text { nd order PDE. }
$$

- The following PDE describes nonlinear wave propagation

$$
\frac{\partial u}{\partial t}+(u+c) \frac{\partial u}{\partial x}=0 \quad 1 \text { st order PDE }
$$

This is an example of a Conservation equation

$$
u_{t}+F(u)_{x}=s
$$

where $F(u)$ is known as a flux function for some density $u(x, t)$ and $s$ is a source term.

- An example of a quasilinear equation is

$$
x^{2} u \frac{\partial u}{\partial x}+(y+u) \frac{\partial u}{\partial y}=u^{3}
$$

- The following PDE is semilinear

$$
y \frac{\partial u}{\partial x}+\left(x^{3}+y\right) \frac{\partial u}{\partial y}=u^{3}
$$

## Systems of PDEs

- Maxwell equations constitute a system of linear PDEs:

$$
\begin{gathered}
\nabla \cdot \boldsymbol{E}=\frac{\rho}{\epsilon}, \quad \nabla \times \boldsymbol{B}=\mu \boldsymbol{j}+\frac{1}{c^{2}} \frac{\partial \boldsymbol{E}}{\partial t} \\
\nabla \cdot \boldsymbol{B}=0, \quad \nabla \times \boldsymbol{E}=-\frac{\partial \boldsymbol{B}}{\partial t}
\end{gathered}
$$

In empty space (free of charges and currents), this system can be rearranged to give the equations of propagation of the electromagnetic field

$$
\frac{\partial^{2} \boldsymbol{E}}{\partial t^{2}}=c^{2} \nabla^{2} \boldsymbol{E}, \quad \frac{\partial^{2} \boldsymbol{B}}{\partial t^{2}}=c^{2} \nabla^{2} \boldsymbol{B}
$$

- Incompressible magnetohydrodynamics (MHD) equations combine Navier-Stokes equation (including the Lorenz force), the induction equation and the solenoidal constraints:

$$
\begin{gathered}
\frac{\partial \boldsymbol{U}}{\partial t}+\boldsymbol{U} \cdot \nabla \boldsymbol{U}=-\nabla \Pi+\boldsymbol{B} \cdot \nabla \boldsymbol{B}+\nu \nabla^{2} \boldsymbol{U}+\boldsymbol{F}, \\
\frac{\partial \boldsymbol{B}}{\partial t}=\nabla \times(\boldsymbol{U} \times \boldsymbol{B})+\eta \nabla^{2} \boldsymbol{B}, \\
\nabla \cdot \boldsymbol{U}=0, \quad \nabla \cdot \boldsymbol{B}=0 .
\end{gathered}
$$

- Both of the above systems involve partial derivatives in space and time and, therefore, require ICs and BCs for their solution


## When can a PDE be solved?

Having defined a PDE, the general idea is to solve for the function $u(x, y)$. However, a PDE does not in general determine $u$ uniquely by itself - boundary conditions are also required. A PDE supplemented by appropriate boundary conditions is often referred to as a system or a problem. For example, a simple problem involving Laplace's equation is

$$
\left.\begin{array}{rl}
\frac{\partial^{2} u}{\partial x^{2}}+\frac{\partial^{2} u}{\partial y^{2}}=0 & y>0  \tag{4}\\
u=f(x) & y=0 \\
u \rightarrow 0 & y \rightarrow \infty
\end{array}\right\}
$$

We would like to determine a unique solution to the above problem. We have the PDE and boundary conditions, but is this sufficient information to achieve our aim? Maybe these particular boundary condition will lead to no solutions or multiple solutions, or maybe the solutions will be extremely sensitive to small changes in the boundary conditions. It is of pointless to attempt to solve a problem for which no solution exists, that many solutions exist or to find unusual sensitivity of the solution to the boundary conditions.

Faced with a problem like (4), the most important question to ask is: is it well posed?
To be well posed, a problem must have the following three properties:

1. a solution $u(x, y)$ exists;
2. the solution is unique;
3. the solution depends continuously on the boundary data.

The first of these is obvious: there is no point in trying to find a solution that does not exist. If a problem is physically motivated, and $u$ represents a physical quantity, then we would expect $u$ to have a unique well-defined value at each point. If it does not, it suggests that a boundary condition or other constraint is missing from the problem.

To illustrate the final condition, suppose we vary the function $f(x)$ in (4) by a small amount and ask whether the corresponding variation in the solution is similarly small. If it is not, then the solution of the problem is practically impossible, since any numerical errors in $f(x)$, however small, lead to large errors in the solution.

## Suggested textbooks

J Ockendon, S Howison, A Lacey \& A Movchan, 1999 Applied Partial Differential Equations. Oxford.
R. Courant \& D. Hilbert, 1989 Methods of Mathematical Physics Volume II. Wiley.

## 2 First order quasilinear equations

### 2.1 Definitions

In this section we consider partial differential equations (PDEs) of the following form

$$
\begin{equation*}
a(x, y, u) \frac{\partial u}{\partial x}+b(x, y, u) \frac{\partial u}{\partial y}=c(x, y, u) \tag{5}
\end{equation*}
$$

Here $x$ and $y$ are independent variables, $a, b$ and $c$ are given smooth (i.e. continuously differentiable) functions, and $u(x, y)$ is a scalar function for which we would like to solve. Equation (5) is known as a first-order quasilinear partial differential equation: first-order since there are no second or higher derivatives and quasilinear because it is linear in its highest derivatives (there are no nonlinear terms like $\left.(\partial u / \partial x)^{2}\right)$. Equations of this type arise in many areas of mathematical modelling, including fluid mechanics and traffic flow. They also provide a relatively straightforward introduction to some important concepts, such as Cauchy data, characteristics and weak solutions, that will be applied to more complicated equations later in the course.

Two special cases of (5) are worth mentioning. First, if $a$ and $b$ are independent of $u$, then (5) becomes the semilinear equation

$$
\begin{equation*}
a(x, y) \frac{\partial u}{\partial x}+b(x, y) \frac{\partial u}{\partial y}=c(x, y, u) . \tag{6}
\end{equation*}
$$

If it also happens that $c$ is a linear function of $u$, then we have

$$
\begin{equation*}
a(x, y) \frac{\partial u}{\partial x}+b(x, y) \frac{\partial u}{\partial y}=\alpha(x, y) u+\beta(x, y) \tag{7}
\end{equation*}
$$

which is a linear equation. It is generally the case that linear equations are significantly better-behaved and easier to solve than nonlinear ones.

Equations like (5) often describe the evolution of a quantity $u$ (representing e.g. traffic density or fluid velocity) in space and time. In such cases, to emphasise the fact that one independent variable represents time, we will use $x$ and $t$ as independent variables instead of $x$ and $y$, writing (5) as

$$
\begin{equation*}
a(x, t, u) \frac{\partial u}{\partial t}+b(x, t, u) \frac{\partial u}{\partial x}=c(x, t, u) . \tag{8}
\end{equation*}
$$

### 2.2 Characteristics

### 2.3 Geometric definition

We can think of the solution $u(x, y)$ we are seeking as defining a surface $z=u(x, y)$ in three-dimensional space. The normal to this surface is in the direction

$$
\boldsymbol{n} \propto \boldsymbol{\nabla}(u(x, y)-z)=\left(\begin{array}{c}
\frac{\partial u}{\partial x}  \tag{9}\\
\frac{\partial u}{\partial y} \\
-1
\end{array}\right)
$$



Figure 1: Schematic showing the characteristics, parameterised by $\tau$ and pointing in the direction $(a, b, c)^{T}$, emerging from the initial curve, which is parameterised by $s$. The projection of the initial curve onto the $(x, y)$ plane is $\Gamma$ and the projection of the characteristics onto the $(x, y)$ plane are the characteristic projections.
and the PDE (5) can therefore be written as

$$
\left(\begin{array}{l}
a  \tag{10}\\
b \\
c
\end{array}\right) \cdot \boldsymbol{n}=0
$$

It follows that the vector $(a, b, c)^{T}$ is everywhere tangent to the solution surface.
We can construct curves that are everywhere tangent to $(a, b, c)^{T}$ by solving the simultaneous ODEs

$$
\begin{equation*}
\frac{\mathrm{d} x}{\mathrm{~d} \tau}=a(x, y, u), \quad \frac{\mathrm{d} y}{\mathrm{~d} \tau}=b(x, y, u), \quad \frac{\mathrm{d} u}{\mathrm{~d} \tau}=c(x, y, u) \tag{11}
\end{equation*}
$$

Such curves are called characteristics of the PDE (5). Their projections onto the ( $x, y$ ) plane, i.e. the plane curves $(x(\tau), y(\tau))$ are called characteristic projections.

## Solution by characteristics

Suppose, as before, that $u$ is specified along some curve $\Gamma$ in the $(x, y)$ plane, i.e. we are given $u=u_{0}(s)$ when $x=x_{0}(s)$ and $y=y_{0}(s)$ where $s$ parameterises $\Gamma$. As shown in Figure 1, this defines a initial curve in three-dimensional space, through which we require our solution surface to pass. For any fixed value of $s$, we can find a characteristic that passes through the point $\left(x_{0}(s), y_{0}(s), u_{0}(s)\right)^{T}$ (and is everywhere tangent to $(a, b, c)^{T}$ ) by solving (11) with the initial conditions

$$
\begin{equation*}
x=x_{0}(s), \quad y=y_{0}(s), \quad u=u_{0}(s) \quad \text { at } \tau=0 \tag{12}
\end{equation*}
$$

As $s$ is varied, these characteristics sweep out the desired solution surface. Put another way, the initial-value problem $(11,12)$ determines in principle three scalar functions $x(s, \tau), y(s, \tau)$
and $u(s, \tau)$, and the vector

$$
\boldsymbol{r}=\left(\begin{array}{l}
x(s, \tau)  \tag{13}\\
y(s, \tau) \\
u(s, \tau)
\end{array}\right)
$$

defines the solution surface, parametrised by $s$ and $\tau$.
The theory that exists for ODEs may be applied directly to the system (11). For example, Picard's theorem tells us that there is a unique solution to (11) satisfying the initial conditions (12) provided the right-hand side $(a, b, c)^{T}$ is bounded and satisfies a Lipschitz condition in $u$. However, we can easily construct examples for which these conditions fail and the solution either blows up or becomes nonunique at some distance from the initial curve.

Equation (13) is called the parametric form of the solution. It may be possible to eliminate $s$ and $\tau$ from (13) to obtain the solution surface in the implicit form $G(x, y, u)=0$. Finally, if this implicit equation can be solved for $u$, then we obtain the solution in the explicit form $u=u(x, y)$. Explicit solutions are the most convenient, but are often impossible to obtain in terms of elementary functions.

Example 1 Consider the PDE

$$
\begin{equation*}
\frac{\partial u}{\partial x}+\frac{\partial u}{\partial y}=1 \tag{14}
\end{equation*}
$$

subject to the boundary data $u=0$ when $x+y=0$. The characteristics satisfy

$$
\begin{equation*}
\frac{\mathrm{d} x}{\mathrm{~d} \tau}=\frac{\mathrm{d} y}{\mathrm{~d} \tau}=\frac{\mathrm{d} u}{\mathrm{~d} \tau}=1 \tag{15}
\end{equation*}
$$

and the boundary data lead to the initial conditions

$$
\begin{equation*}
x=s, \quad y=-s, \quad u=0 \quad \text { at } \tau=0 \tag{16}
\end{equation*}
$$

Hence we find the parametric solution

$$
\begin{equation*}
x=s+\tau, \quad y=-s+\tau, \quad u=\tau \tag{17}
\end{equation*}
$$

and it is straightforward in this case to eliminate $s$ and $\tau$ to obtain the explicit solution

$$
\begin{equation*}
u=\frac{x+y}{2} \tag{18}
\end{equation*}
$$

In Example 1, the $\operatorname{PDE}$ (14) is semilinear. In such cases, the characteristic projections satisfy the ODEs

$$
\begin{equation*}
\frac{\mathrm{d} x}{\mathrm{~d} \tau}=a(x, y), \quad \frac{\mathrm{d} y}{\mathrm{~d} \tau}=b(x, y) \tag{19}
\end{equation*}
$$

which are independent of the solution $u$. The standard theory of phase planes may be applied to the ODEs (19); for example, there is in general a unique characteristic projection through each point in the $(x, y)$ plane except at critical points where $a$ and $b$ are both zero. Once (19) have been solved to find the characteristic projections in the $(x, y)$ plane, we find that $u$ satisfies the decoupled ODE

$$
\begin{equation*}
\frac{\mathrm{d} u}{\mathrm{~d} \tau}=c(x(\tau), y(\tau), u) \tag{20}
\end{equation*}
$$

along each characteristic projection.
For general quasilinear equations, the characteristic projections depend on the solution; the three ODEs (11) are coupled and must be solved simultaneously.

Example 2 Solve the PDE

$$
\begin{equation*}
\frac{\partial u}{\partial t}+u \frac{\partial u}{\partial x}=1 \tag{21}
\end{equation*}
$$

for $u(x, t)$ in $t>0$, subject to the initial condition $u=x$ on $t=0$.
The characteristics are given by

$$
\begin{equation*}
\frac{\mathrm{d} t}{\mathrm{~d} \tau}=1, \quad \frac{\mathrm{~d} x}{\mathrm{~d} \tau}=u, \quad \frac{\mathrm{~d} u}{\mathrm{~d} \tau}=1 \tag{22}
\end{equation*}
$$

and the initial data may be parametrised by

$$
\begin{equation*}
t=0, \quad x=s, \quad u=s \quad \text { at } \tau=0 \tag{23}
\end{equation*}
$$

Solving for $t$ first, we see that $t \equiv \tau$ and thus we may replace $\tau$ by $t$ henceforth. The initial-value problem for $u$ has the solution

$$
\begin{equation*}
u=s+t \tag{24}
\end{equation*}
$$

so that the problem for $x$ becomes

$$
\begin{equation*}
\frac{\mathrm{d} x}{\mathrm{~d} t}=s+t, \quad x=s \quad \text { when } t=0 \tag{25}
\end{equation*}
$$

whose solution is

$$
\begin{equation*}
x=s+s t+\frac{1}{2} t^{2} . \tag{26}
\end{equation*}
$$

Now we can solve (26) for $s$ and substitute it into (24) to obtain the solution in explicit form:

$$
\begin{equation*}
u=\frac{x+t+\frac{1}{2} t^{2}}{1+t} \tag{27}
\end{equation*}
$$

## Alternative method of solution

The characteristic equations (11) may be rearranged to give

$$
\begin{equation*}
\frac{\mathrm{d} x}{a(x, y, u)}=\frac{\mathrm{d} y}{b(x, y, u)}=\frac{\mathrm{d} u}{c(x, y, u)} \tag{28}
\end{equation*}
$$

Suppose we can spot two linearly independent first integrals of these ODEs, of the form $f(x, y, u)=$ const and $g(x, y, u)=$ const. Then the general solution of the PDE (5) may be written in the implicit form

$$
\begin{equation*}
f(x, y, u)=F(g(x, y, u)) \tag{29}
\end{equation*}
$$

where $F$ is an arbitrary function.
Example 3 Return to the problem considered in Example 2. The characteristic equations may be written as

$$
\begin{equation*}
\frac{\mathrm{d} t}{1}=\frac{\mathrm{d} x}{u}=\frac{\mathrm{d} u}{1} \tag{30}
\end{equation*}
$$

and then rearranged to two ODEs:

$$
\begin{equation*}
\frac{\mathrm{d} u}{\mathrm{~d} t}=1, \quad \frac{\mathrm{~d} x}{\mathrm{~d} t}=u \tag{31}
\end{equation*}
$$

These may be integrated to give

$$
\begin{equation*}
u=t+C_{1}, \quad x=\frac{1}{2} t^{2}+C_{1} t+C_{2} \tag{32}
\end{equation*}
$$

where $C_{1}$ and $C_{2}$ are constants. Our two first integrals are, therefore, $C_{1}=f(x, t, u)=u-t$ and $C_{2}=g(x, t, u)=x-\frac{1}{2} t^{2}-C_{1} t=x-\frac{1}{2} t^{2}-(u-t) t$. The general solution is found by setting $f=F(g)$, which leads to

$$
\begin{equation*}
u=t+F\left(x+\frac{1}{2} t^{2}-u t\right) \tag{33}
\end{equation*}
$$

where $F$ is an arbitrary function. It may readily be verified that any $u(x, t)$ satisfying the implicit equation (33) is a solution of (21).

The function $F$ is found by fitting the initial data: $u=x$ when $t=0$ leads to $F(x) \equiv x$, that is $u=t+x+\frac{1}{2} t^{2}-u t$, which reproduces the solution (27).

This procedure works because the equation $f(x, y, u)=$ const defines a one-parameter family of surfaces, as does $g(x, y, u)=$ const, and characteristics are lines of intersection between one member from each of these two families. Now, any surface defined by an equation of the form $f=F(g)$ has the property that $f$ is constant whenever $g$ is constant. It follows that such a surface is composed of a family of characteristics, as indicated in Figure 1, and is thus a solution surface for the PDE (5).

Example 4 For the PDE

$$
\begin{equation*}
y u \frac{\partial u}{\partial x}-x u \frac{\partial u}{\partial y}=x-y \tag{34}
\end{equation*}
$$

the characteristic equations

$$
\begin{equation*}
\frac{\mathrm{d} x}{\mathrm{~d} \tau}=y u, \quad \frac{\mathrm{~d} y}{\mathrm{~d} \tau}=-x u, \quad \frac{\mathrm{~d} u}{\mathrm{~d} \tau}=x-y \tag{35}
\end{equation*}
$$

may be rearranged to give [Exercise]

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} \tau}\left(x^{2}+y^{2}\right)=\frac{\mathrm{d}}{\mathrm{~d} \tau}\left(u^{2}+2 x+2 y\right)=0 \tag{36}
\end{equation*}
$$

It follows that the general solution is

$$
\begin{equation*}
u^{2}=-2 x-2 y+F\left(x^{2}+y^{2}\right) \tag{37}
\end{equation*}
$$

where $F$ is an arbitrary function.

### 2.4 Cauchy data

## Geometric interpretation

The term Cauchy data refers to the boundary data that, when applied to a PDE, in principle determine the solution, at least locally. For the first-order quasilinear PDE (5), Cauchy data is the prescription of $u$ on some curve $\Gamma$ in the $(x, y)$ plane, that is we set $u=u_{0}(s)$ when $x=x_{0}(s)$ and $y=y_{0}(s)$ where $s$ parametrises $\Gamma$. The combination of the $\operatorname{PDE}(5)$ and Cauchy data is called the Cauchy problem. For the moment we assume that $x_{0}, y_{0}$ and $u_{0}$ are smooth functions of $s$ (although there are interesting cases where this is not true, e.g. where $\Gamma$ has corners) and that there are no values of $s$ for which $x_{0}^{\prime}(s)=y_{0}^{\prime}(s)=0$ (this ensures that $s$ is a sensible parameter for $\Gamma$ ).

We have seen that the method of characteristics, outlined in section 2.2 , usually allows a solution surface to be constructed in a neighbourhood of $\Gamma$. However, the procedure fails if it happens that the initial curve $\Gamma$ is at any point tangent to $(a, b)^{T}$. If this occurs, then the characteristic projection, instead of propagating away from the initial curve, points along it. Thus the data $u_{0}(s)$ given on $\Gamma$ will not in general agree with the ODE (20) satisfied by $u$ in the direction $(a, b)$.

Example 5 We return to the PDE (14) from Example 1, namely

$$
\begin{equation*}
\frac{\partial u}{\partial x}+\frac{\partial u}{\partial y}=1 \tag{38}
\end{equation*}
$$

whose general solution is [Exercise]

$$
\begin{equation*}
u=\frac{x+y}{2}+F(x-y) \tag{39}
\end{equation*}
$$

where $F$ is an arbitrary function.
Now we attempt to fit three different sets of initial data and thus determine the function $F$.

1. $u=0$ on $x+y=0$

This is the case considered in Example 1, in which the initial curve is normal to the characteristic projections. The initial data gives $F \equiv 0$, so the solution (18) is reproduced.
2. $u=0$ on $x=y$

This time the initial curve is a characteristic projection. When we attempt to fit the initial data we find $F(0) \equiv-x$, which is impossible. In this case there is no solution.
3. $u=x$ on $x=y$
$\overline{\text { Again, the initial curve is a characteristic projection, but this time we have } x \equiv x+F(0) \text { so }}$ that $F$ can be virtually anything so long as $F(0)=0$. This is the nongeneric case in which it just happens that the initial data and the characteristic equation (20) agree, and the solution is consequently nonunique.

Example 5 illustrates the following three possibilities.

1. If $\Gamma$ is not tangent to a characteristic projection, then there should be a unique solution, at least locally.
2. If $\Gamma$ is at any point tangent to a characteristic projection, then there is in general no solution.
3. There is, however, an exceptional case in which the data for $u$ specified on $\Gamma$ agree with the ODE (20) satisfied by $u$ along characteristic projections. If this happens then there is a nonunique solution.

## Cauchy-Kowalevski theorem

A necessary condition for a unique solution $u$ to exist in a neighbourhood of $\Gamma$ is for the first derivatives of $u$ to be determined on $\Gamma$. Differentiation of $u_{0}$ and use of the chain rule leads to

$$
\begin{equation*}
\frac{\mathrm{d} u_{0}}{\mathrm{~d} s}=\frac{\partial u}{\partial x} \frac{\mathrm{~d} x_{0}}{\mathrm{~d} s}+\frac{\partial u}{\partial y} \frac{\mathrm{~d} y_{0}}{\mathrm{~d} s} \tag{40}
\end{equation*}
$$

The partial differential equation (5) and (40) form a pair of simultaneous equations for $\partial u / \partial x$ and $\partial u / \partial y$ on the curve $\Gamma$. We can therefore solve uniquely for these first derivatives so long as the determinant of the system is nonzero, i.e.

$$
\left|\begin{array}{cc}
a & b  \tag{41}\\
\frac{\mathrm{~d} x_{0}}{\mathrm{~d} s} & \frac{\mathrm{~d} y_{0}}{\mathrm{~d} s}
\end{array}\right|=a \frac{\mathrm{~d} y_{0}}{\mathrm{~d} s}-b \frac{\mathrm{~d} x_{0}}{\mathrm{~d} s} \neq 0
$$

If this condition is satisfied, then both $u$ and its first derivatives are uniquely determined on the curve $\Gamma$, which is clearly the first step in extending the solution away from $\Gamma$. Notice that
the criterion (41) is equivalent to requiring $\Gamma$ not to be tangent to a characteristic projection, as argued above via geometrical reasoning.

When the determinant in (41) is zero, there is either no solution for $\partial u / \partial x$ and $\partial u / \partial y$ or an infinite number of solutions (this is an instance of the Fredholm Alternative). By eliminating between (5) and (40) we find that

$$
\begin{array}{llrl}
\frac{1}{a} \frac{\mathrm{~d} x_{0}}{\mathrm{~d} s}=\frac{1}{b} \frac{\mathrm{~d} y_{0}}{\mathrm{~d} s} \neq \frac{1}{c} \frac{\mathrm{~d} u_{0}}{\mathrm{~d} s} & & \text { no solution, } \\
\frac{1}{a} \frac{\mathrm{~d} x_{0}}{\mathrm{~d} s}=\frac{1}{b} \frac{\mathrm{~d} y_{0}}{\mathrm{~d} s}=\frac{1}{c} \frac{\mathrm{~d} u_{0}}{\mathrm{~d} s} & & \Rightarrow & \text { many solutions. } \tag{42~b}
\end{array}
$$

The latter equality is the exceptional case, seen in Example 1, in which the variation of $u$ along $\Gamma$ just happens to agree with the differential equation (20) satisfied along the characteristic projection.

The process outlined above can be continued to obtain higher derivatives of $u$. If $\partial u / \partial x$ is known, for example, then further differentiation with respect to $s$ gives

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} s}\left(\frac{\partial u}{\partial x}\right)=\frac{\partial^{2} u}{\partial x^{2}} \frac{\mathrm{~d} x_{0}}{\mathrm{~d} s}+\frac{\partial^{2} u}{\partial x \partial y} \frac{\mathrm{~d} y_{0}}{\mathrm{~d} s} \tag{43}
\end{equation*}
$$

while differentiation of (5) with respect to $x$ yields

$$
\begin{equation*}
a \frac{\partial^{2} u}{\partial x^{2}}+b \frac{\partial^{2} u}{\partial x \partial y}+\frac{\partial a}{\partial x} \frac{\partial u}{\partial x}+\frac{\partial b}{\partial x} \frac{\partial u}{\partial y}+\frac{\partial a}{\partial u}\left(\frac{\partial u}{\partial x}\right)^{2}+\frac{\partial b}{\partial u} \frac{\partial u}{\partial x} \frac{\partial u}{\partial y}=\frac{\partial c}{\partial x}+\frac{\partial c}{\partial u} \frac{\partial u}{\partial x} \tag{44}
\end{equation*}
$$

Now we have a pair of simultaneous equations for $\partial^{2} u / \partial x^{2}$ and $\partial^{2} u / \partial x \partial y$. The condition for this system to have a unique solution is identical to (41).

So long as $a, b$ and $c$ are analytic, so that this differentiation may be continued indefinitely, we can continue this argument to show that the condition (41) allows the derivatives of $u$ to all orders to be defined uniquely at $\Gamma$. Thus a Taylor series for $u(x, y)$ may be constructed about the initial data curve $\Gamma$, and it can be shown that this series has a nonzero radius of convergence. This is the starting point for the proof of the Cauchy-Kowalevski theorem, which states that (5) has a unique analytic solution in some neighbourhood of $\Gamma$, provided $a$, $b$ and $c$ are analytic and satisfy the condition (41).

### 2.5 Domain of definition

## Bounded initial curve

In Example 2, we are given $u=x$ along the whole $x$-axis. In general, however, the initial data may only be given on a finite or semi-infinite initial curve $\Gamma$. In such cases, the solution is only defined in the region penetrated by characteristic projections that intersect $\Gamma$. This region, which is bounded by the characteristic projections that pass through the end points of $\Gamma$, is called the domain of definition.

Example 6 Solve the partial differential equation

$$
\begin{equation*}
\frac{\partial u}{\partial t}+x u \frac{\partial u}{\partial x}=u \tag{45}
\end{equation*}
$$

for $u(x, t)$ in $t>0$, subject to the initial condition $u=x$ when $t=0,0<x<1$.


Figure 2: The characteristic projections given by equation (47).

The characteristics are given by

$$
\begin{equation*}
\frac{\mathrm{d} t}{\mathrm{~d} \tau}=1, \quad \frac{\mathrm{~d} x}{\mathrm{~d} \tau}=x u, \quad \frac{\mathrm{~d} u}{\mathrm{~d} \tau}=u \tag{46}
\end{equation*}
$$

and the initial data may be parameterised by $t=0, x=s, u=s, 0<s<1$. The solution in parametric form is

$$
\begin{equation*}
x=s \exp \left(s\left(\mathrm{e}^{t}-1\right)\right), \quad u=s \mathrm{e}^{t}, \quad 0<s<1 \tag{47}
\end{equation*}
$$

and the characteristic projections are shown in Figure 2. The domain of definition is the region $0<x<\exp \left(\mathrm{e}^{t}-1\right)$.

Note that $s$ may be eliminated from (47) to obtain the solution in the implicit form

$$
\begin{equation*}
x=u \exp \left(u-t-u \mathrm{e}^{-t}\right), \tag{48}
\end{equation*}
$$

but there is no explicit formula for $u(x, t)$ in terms of elementary functions.

## Blow-up

The domain in which the solution is defined may be further restricted if the solution develops a singularity, such that the PDE (5) ceases to make sense. For example, $u$ may blow up a finite distance from the initial curve $\Gamma$. The method of characteristics reduces the partial differential equation (5) to the system (11) of ordinary differential equations. Since nonlinear ODEs may certainly give rise to solutions that blow up, the same is true of nonlinear PDEs, even those that are semilinear.

Example 7 Consider the equation

$$
\begin{equation*}
\frac{\partial u}{\partial x}+\frac{\partial u}{\partial y}=u^{3} \tag{49}
\end{equation*}
$$

subject to $u=y$ on $x=0,0<y<3$. The characteristic equations

$$
\begin{equation*}
\frac{\mathrm{d} x}{\mathrm{~d} \tau}=1, \quad \frac{\mathrm{~d} y}{\mathrm{~d} \tau}=1, \quad \frac{\mathrm{~d} u}{\mathrm{~d} \tau}=u^{3} \tag{50}
\end{equation*}
$$



Figure 3: Domain of definition for Example 7.
and initial data $x=0, y=s, u=s$ on $\tau=0,0<s<3$, have the solution

$$
\begin{equation*}
x=\tau, \quad y=s+\tau, \quad u=\frac{s}{\sqrt{1-2 s^{2} \tau}}, \quad 0<s<3 \tag{51}
\end{equation*}
$$

We may solve explicitly for $u$ to obtain

$$
\begin{equation*}
u=\frac{y-x}{\sqrt{1-2 x(y-x)^{2}}} . \tag{52}
\end{equation*}
$$

This blows up on the line $s=1 / \sqrt{2 \tau}$, i.e. on the line

$$
\begin{equation*}
y=x+\frac{1}{\sqrt{2 x}} \tag{53}
\end{equation*}
$$

The domain of definition, bounded by this curve and the characteristic projections $y=x$ and $y=x+3$, is illustrated in Figure 3.

## Nonuniqueness

The domain in which the solution is properly defined may also be limited by $u$ ceasing to be a unique function of $x$ and $y$. Provided the coefficients $a, b$ and $c$ are well-behaved and $u$ does not blow up, the method of characteristics outlined in section 2.2 always allows us to determine in principle the solution in parametric form: $(x(s, \tau), y(s, \tau), u(s, \tau))$. Then $u$ may in principle be found as a function of $x$ and $y$ so long as there is a unique transformation from $(s, \tau)$ to $(x, y)$. By the Inverse Function Theorem, a sufficient condition is that the Jacobian of the transformation be finite and nonzero:

$$
J=\left|\begin{array}{ll}
\frac{\partial x}{\partial \tau} & \frac{\partial x}{\partial s}  \tag{54}\\
\frac{\partial y}{\partial \tau} & \frac{\partial y}{\partial s}
\end{array}\right|=a \frac{\partial y}{\partial s}-b \frac{\partial x}{\partial s} \neq 0, \infty
$$

Note that this reproduces the condition (41) for $u$ to be determined in the neighbourhood of $\Gamma$.


Figure 4: The characteristic projections for Example 8.

A unique correspondence between $(s, \tau)$ and $(x, y)$ implies that a unique characteristic projection passes through each point in the $(x, y)$ plane. Where $J$ becomes zero, this typically signals that the characteristic projections start to cross each other. For semilinear equations, this can only happen at critical points of the phase-plane problem (19).

Example 8 Solve the PDE problem

$$
\begin{equation*}
x \frac{\partial u}{\partial x}+y \frac{\partial u}{\partial y}=0, \quad u=y \text { on } x=1,0<y<1, \tag{55}
\end{equation*}
$$

and determine the region in which the solution is defined by the boundary data.
The characteristic equations

$$
\begin{equation*}
\frac{\mathrm{d} x}{\mathrm{~d} \tau}=x, \quad \frac{\mathrm{~d} y}{\mathrm{~d} \tau}=y, \quad \frac{\mathrm{~d} u}{\mathrm{~d} \tau}=0 \tag{56}
\end{equation*}
$$

and initial data $x=1, y=s, u=s$, at $\tau=0,0<s<1$, lead to

$$
\begin{equation*}
x=\mathrm{e}^{\tau}, \quad y=s \mathrm{e}^{\tau}, \quad u=s, \quad 0<s<1 \tag{57}
\end{equation*}
$$

We can eliminate $s$ and $\tau$ to obtain the explicit solution $u=y / x$ in $0<y / x<1$. This solution is evidently not uniquely defined at the origin where, as shown in Figure 4, the characteristic projections all cross and where $J$ becomes zero. We cannot continue the solution beyond this point, so the domain of definition is $0<y / x<1, x>0$.

For more general quasilinear equations, the characteristic projections depend on the solution $u$, so the restriction that they may only cross at critical points no longer holds. The generic situation is that $J=0$ along curves in the $(x, y)$ plane. On these curves, the solution surface starts to fold over itself such that $u$ ceases to be a single-valued function of $x$ and $y$. Since $u$ usually represents a physical quantity (such as pressure, temperature or asset price), it cannot be multivalued. Moreover when the solution surface develops a fold, the first derivatives of $u$ become unbounded, so the PDE (5) ceases to make sense. For these reasons, we have to cut off the domain of definition along any curves on which $J$ is zero.


Figure 5: (a) The characteristic projections for Example 9. (b) The domain of definition, bounded by the curve on which $J=0$.

Example 9 Solve the PDE problem

$$
\begin{align*}
\frac{\partial u}{\partial t}+u \frac{\partial u}{\partial x} & =0, & & t>0  \tag{58}\\
u & =\sin (x), & 0 \leq x \leq 2 \pi, & t=0 \tag{59}
\end{align*}
$$

and find the region in the ( $x, t$ ) plane where the solution is uniquely defined.
The solution is $u=\sin s, t=\tau, x=s+\tau \sin s$ in parametric form, or $u=\sin (x-t u)$ in implicit form. The characteristic projections (found by fixing s and varying $\tau$ ) are straight lines and are illustrated in Figure 5(a). We can see that they start to cross a finite distance from the initial data $t=0$. The Jacobian is $\partial(x, y) / \partial(s, \tau)=1+t \cos s$. The curve on which $J=0$ is, therefore, given parametrically by $x=s-\tan (s), t=-\sec (s)$ and is illustrated in Figure 5(b). The solution is defined in the region bounded by this curve, the characteristic projections $x=0$ and $x=2 \pi$, and $t=0$.

In Figure 6, we visualise the solution by plotting snapshots of $u$ versus $x$ at different times $t$. The initial $u=\sin (x)$ steepens as $t$ increases from zero, becoming multi-valued for $t>1$. When $t=1$, the Jacobian first reaches zero at $x=\pi$, where $|\partial u / \partial x|$ becomes unbounded.

A curve on which $J=0$ may also be viewed as an envelope of the characteristic projections. Given a family of curves $F(x, y ; \lambda)=0$, where $\lambda$ is a scalar parameter, an envelope is a curve that at each point meets one of the family tangentially, and is determined from the simultaneous equations

$$
\begin{equation*}
F(x, y ; \lambda)=\frac{\partial F}{\partial \lambda}(x, y ; \lambda)=0 \tag{60}
\end{equation*}
$$

In Example 9, the characteristic projections are given by

$$
\begin{equation*}
s+t \sin (s)-x=0 \tag{61}
\end{equation*}
$$

where $s$ is constant along each characteristic projection. Their envelope is found by differentiating with respect to $s$,

$$
\begin{equation*}
1+t \cos (s)=0 \tag{62}
\end{equation*}
$$

which occurs when the Jacobian $\partial(x, y) / \partial(s, \tau)$ is zero.


Figure 6: The solution $u(x, t)$ from Example 9 plotted versus $x$ for $t=0.5,1.0,1.5,2.0$. The initial solution $u(x, t)=\sin (x)$ is shown as the thicker line.

## 3 Weak solutions and shocks for first order PDEs

### 3.1 Solutions with discontinuous first derivatives

In a so-called classical solution, $u$ is smooth so that its first derivatives $\partial u / \partial x$ and $\partial u / \partial y$ are continuous, and the partial differential equation (5) is satisfied at each point in the $(x, y)$ plane where the solution is defined. Now we consider the possibility that the first derivatives of $u$ might be discontinuous across some curve $C$ in the $(x, y)$ plane. The idea is to patch together classical solutions on either side of $C$ although, on $C$ itself, $\partial u / \partial x$ and $\partial u / \partial y$ are not well defined.

Suppose that $C$ is parameterised by $x=x(\xi), y=y(\xi)$. We use the superscript ${ }^{ \pm}$to denote the solution on either side of $C$. By differentiating both solutions along $C$ we find

$$
\begin{equation*}
\frac{\mathrm{d} u^{+}}{\mathrm{d} \xi}=\frac{\partial u^{+}}{\partial x} \frac{\mathrm{~d} x}{\mathrm{~d} \xi}+\frac{\partial u^{+}}{\partial y} \frac{\mathrm{~d} y}{\mathrm{~d} \xi}, \quad \quad \frac{\mathrm{~d} u^{-}}{\mathrm{d} \xi}=\frac{\partial u^{-}}{\partial x} \frac{\mathrm{~d} x}{\mathrm{~d} \xi}+\frac{\partial u^{-}}{\partial y} \frac{\mathrm{~d} y}{\mathrm{~d} \xi} \tag{63}
\end{equation*}
$$

Although the first derivatives of $u$ are discontinuous across $C, u$ itself is assumed to be continuous, so $u^{+}=u^{-}$. It follows that $\mathrm{d} u^{+} / \mathrm{d} \xi=\mathrm{d} u^{-} / \mathrm{d} \xi$ and therefore

$$
\begin{equation*}
\frac{\mathrm{d} x}{\mathrm{~d} \xi}\left[\frac{\partial u}{\partial x}\right]_{-}^{+}+\frac{\mathrm{d} y}{\mathrm{~d} \xi}\left[\frac{\partial u}{\partial y}\right]_{-}^{+}=0 \tag{64}
\end{equation*}
$$

where $[f]_{-}^{+}=f^{+}-f^{-}$represents the jump across $C$.
Since $u^{ \pm}$are both classical solutions of the partial differential equation (5), we have

$$
\begin{equation*}
a^{ \pm} \frac{\partial u^{ \pm}}{\partial x}+b^{ \pm} \frac{\partial u^{ \pm}}{\partial y}=c^{ \pm} \tag{65}
\end{equation*}
$$

Recall that $u$ is continuous across $C$ and, therefore, so are $a, b$ and $c: a^{+}=a^{-}=a$ and so forth. By subtracting the equations on either side of $c$, we thus find

$$
\begin{equation*}
a\left[\frac{\partial u}{\partial x}\right]_{-}^{+}+b\left[\frac{\partial u}{\partial y}\right]_{-}^{+}=0 \tag{66}
\end{equation*}
$$

In (64) and (66), we have a homogeneous linear system for $[\partial u / \partial x]_{-}^{+}$and $[\partial u / \partial y]_{-}^{+}$, which must therefore be zero unless the determinant of the system is zero. In other words, the first derivatives must be continuous unless

$$
\begin{equation*}
b \frac{\mathrm{~d} x}{\mathrm{~d} \xi}-a \frac{\mathrm{~d} y}{\mathrm{~d} \xi}=0 \tag{67}
\end{equation*}
$$

This is identical to the equation for a characteristic projection. Thus, the first derivatives of $u$ may only be discontinuous across a characteristic projection. Indeed, this may be used as an alternative definition of what a characteristic projection is: it is a curve across which the first derivatives of $u$ may be discontinuous.

Example 10 Consider the partial differential equation

$$
\begin{equation*}
\frac{\partial u}{\partial x}+\frac{\partial u}{\partial y}=1, \tag{68}
\end{equation*}
$$

subject to the boundary condition

$$
u(x, 0)= \begin{cases}0 & x<0,  \tag{69}\\ x & x \geq 0 .\end{cases}
$$

The characteristic equations

$$
\begin{equation*}
\mathrm{d} x=\mathrm{d} y=\mathrm{d} u \tag{70}
\end{equation*}
$$

give the general solution

$$
\begin{equation*}
u=x+f(x-y) \tag{71}
\end{equation*}
$$

The boundary condition gives

$$
f(s)= \begin{cases}-s & s<0  \tag{72}\\ 0 & s \geq 0\end{cases}
$$

and the solution is therefore

$$
u= \begin{cases}y & x<y,  \tag{73}\\ x & x \geq y .\end{cases}
$$

Notice that the first derivatives of $u$ are discontinuous across the characteristic $y=x$ that passes through the origin, but u itself is continuous.

### 3.2 Weak solutions

In the previous section we showed that classical solutions may be patched together in such a way that the first derivatives of $u$ are discontinuous across a characteristic projection. Now we attempt to do the same for solutions in which $u$ itself has a jump across some curve in the ( $x, y$ ) plane. Selecting a unique solution is inherently more problematic when $u$ is discontinuous, as the following example illustrates.

Example 11 Consider the partial differential equation

$$
\begin{equation*}
\frac{\partial u}{\partial x}+\frac{\partial u}{\partial y}=0, \tag{74}
\end{equation*}
$$

subject to

$$
u(0, y)= \begin{cases}0 & y<0  \tag{75}\\ 1 & y \geq 0\end{cases}
$$

(a)

(b)


Figure 7: Schematics of the possible characteristic projections near a discontinuity in $u$ at the point $s=s_{0}$ on $\Gamma$.

Now we try to find a curve $y=f(x)$ such that the solution is

$$
u= \begin{cases}0 & y<f(x)  \tag{76}\\ 1 & y \geq f(x)\end{cases}
$$

This clearly satisfies the partial differential equation, everywhere except on $y=f(x)$, and the initial condition so long as $f(0)=0$. Otherwise there does not appear to be any unique way of choosing $f$.

Note, though, that $u$ is constant along each of the characteristic projections which, for this linear partial differential equation, are given by $y=x+$ const. We therefore have $u=0$ on the characteristic projections leaving $x=0, y<0$, and $u=1$ on those that come from $x=0, y \geq 0$. This implies that $u=0$ in $y<x$ and $u=1$ in $y \geq x$, i.e. that the correct choice is $f=x$.

Example 11 illustrates a plausible way of selecting a unique solution for semilinear equations, for which the characteristic projections are determined independently of the solution. Suppose the initial data have a discontinuity at some point $s=s_{0}$ along $\Gamma$. On either side of $s=s_{0}$, a unique solution is determined on each characteristic projection leaving $\Gamma$. This suggests that the discontinuity in $u$ simply propagates along the characteristic projection through $s_{0}$ (e.g. the line $y=x$ in Example 11).

Unfortunately this approach does not work for quasilinear equations. The problem is that the characteristic projections cannot be found in advance: they depend on the solution. If $u$ has a discontinuity at $s=s_{0}$, then so does the slope of the characteristic projections leaving $\Gamma$ either side of $s_{0}$. The two possible outcomes are illustrated schematically in Figure 7. In diagram (a), the slopes of the characteristic projections leaving either side of $s=s_{0}$ are such that they diverge. There is therefore a region between the limiting characteristic projections in which we do not know the solution. In Figure 7(b), the characteristic projections from either side of $s=s_{0}$ cross, so there is a region in which they overlap and in which there are therefore two possible solutions for $u$.

To resolve these difficulties, we now reformulate the problem in such a way that it makes sense even if $u$ is discontinuous. The idea is to turn the partial differential equation (5) into an integral equation since, although a discontinuous function does not have well-defined derivatives, it may readily be integrated. The first step is to write the partial differential


Figure 8: Schematic showing the boundary curve $\Gamma$, closed by a curve $\gamma$ to enclose a region $D$.
equation in so-called conservation form

$$
\begin{equation*}
\frac{\partial P}{\partial x}+\frac{\partial Q}{\partial y}=R \tag{77}
\end{equation*}
$$

where $P, Q$ and $R$ are functions of $x, y$ and $u$.
Example 12 The semilinear equation

$$
\begin{equation*}
a(x, y) \frac{\partial u}{\partial x}+b(x, y) \frac{\partial u}{\partial y}=c(x, y, u) \tag{78}
\end{equation*}
$$

may be rewritten as

$$
\begin{equation*}
\frac{\partial}{\partial x}(a u)-u \frac{\partial a}{\partial x}+\frac{\partial}{\partial y}(b u)-u \frac{\partial b}{\partial y}=c, \tag{79}
\end{equation*}
$$

and thus in conservation form (77), with $P=a u, Q=b u, R=c+u \partial a / \partial x+u \partial b / \partial y$.
Example 13 The inviscid Burgers equation

$$
\begin{equation*}
\frac{\partial u}{\partial x}+u \frac{\partial u}{\partial y}=0 \tag{80}
\end{equation*}
$$

may be written in conservation form with $P=u, Q=u^{2} / 2, R=0$.
Suppose that $u$ is given as usual on some curve $\Gamma$ in the $(x, y)$ plane, and we wish to determine the solution for $u$ in some domain $D$, formed by closing $\Gamma$ with an additional curve $\gamma$, as illustrated in Figure 8. Now, we multiply (77) through by a continuously differentiable test function $\psi$, assumed to vanish on $\gamma$, to obtain

$$
\begin{equation*}
\frac{\partial P}{\partial x} \psi+\frac{\partial Q}{\partial y} \psi=R \psi \tag{81}
\end{equation*}
$$

which may be rewritten in the form

$$
\begin{equation*}
\frac{\partial}{\partial x}(P \psi)+\frac{\partial}{\partial y}(Q \psi)=P \frac{\partial \psi}{\partial x}+Q \frac{\partial \psi}{\partial y}+R \psi \tag{82}
\end{equation*}
$$

Now we integrate both sides of this equation over the region $D$ :

$$
\begin{equation*}
\iint_{D} \frac{\partial}{\partial x}(P \psi)+\frac{\partial}{\partial y}(Q \psi) \mathrm{d} x \mathrm{~d} y=\iint_{D} P \frac{\partial \psi}{\partial x}+Q \frac{\partial \psi}{\partial y}+R \psi \mathrm{~d} x \mathrm{~d} y \tag{83}
\end{equation*}
$$



Figure 9: Schematic showing the shock $C$ dividing $D$ into two regions $D_{1}$ and $D_{2}$. The integration paths on either side of $C$ are denoted $C_{1}$ and $C_{2}$.

We apply Green's theorem to the left-hand side and use the fact that $\psi$ is assumed to vanish on $\gamma$ :

$$
\begin{equation*}
\int_{\Gamma} \psi(P \mathrm{~d} y-Q \mathrm{~d} x)=\iint_{D} P \frac{\partial \psi}{\partial x}+Q \frac{\partial \psi}{\partial y}+R \psi \mathrm{~d} x \mathrm{~d} y \tag{84}
\end{equation*}
$$

A so-called weak solution of the partial differential equation (77) is a function $u$ that satisfies (84) for any suitably differentiable test function $\psi$. If $u$ is continuously differentiable, then the steps that led from (77) to (84) may be reversed. Thus, any continuously differentiable $u$ satisfying (84) is a classical solution of (77). However, (84) makes sense when $u$ is nondifferentiable or even discontinuous, while the original partial differential equation (77) does not. This is because, by using Green's theorem, we have removed the need to differentiate $u$ : only the test function is differentiated.

### 3.3 Shocks

Now we show how the weak formulation (84) allows us to make sense of solutions in which $u$ is discontinuous across some curve $C$ in the $(x, y)$ plane. Such a curve is called a shock; this name arises from the occurrence of such solutions in gas dynamics. If the shock is initiated on $\Gamma$, then it will divide our integration domain $D$ into two regions $D_{1}$ and $D_{2}$, as shown in Figure 9. Thus the area integral on the right-hand side of (84) can be written as

$$
\begin{align*}
\iint_{D} P \frac{\partial \psi}{\partial x}+Q \frac{\partial \psi}{\partial y}+R \psi \mathrm{~d} x \mathrm{~d} y=\iint_{D_{1}} P \frac{\partial \psi}{\partial x}+Q \frac{\partial \psi}{\partial y} & +R \psi \mathrm{~d} x \mathrm{~d} y \\
& +\iint_{D_{2}} P \frac{\partial \psi}{\partial x}+Q \frac{\partial \psi}{\partial y}+R \psi \mathrm{~d} x \mathrm{~d} y \tag{85}
\end{align*}
$$

Now, inside each of $D_{1}$ and $D_{2}$, the solution is supposed to be continuously differentiable, so we can write

$$
\begin{array}{rl}
\iint_{D_{i}} P \frac{\partial \psi}{\partial x}+Q \frac{\partial \psi}{\partial y}+R \psi \mathrm{~d} & x \mathrm{~d} y \\
& =\iint_{D_{i}} \frac{\partial}{\partial x}(P \psi)+\frac{\partial}{\partial y}(Q \psi)+\psi\left(R-\frac{\partial P}{\partial x}-\frac{\partial Q}{\partial y}\right) \mathrm{d} x \mathrm{~d} y \tag{86}
\end{array}
$$

where $i=1$ or 2 . The term in brackets is identically zero, because of (77), and Green's theorem may be applied to the remainder to give

$$
\begin{equation*}
\iint_{D_{i}} P \frac{\partial \psi}{\partial x}+Q \frac{\partial \psi}{\partial y}+R \psi \mathrm{~d} x \mathrm{~d} y=\oint_{\partial D_{i}} \psi(P \mathrm{~d} y-Q \mathrm{~d} x) \tag{87}
\end{equation*}
$$

As indicated in Figure 9, the integration curves $\partial D_{1}$ and $\partial D_{2}$ comprise sections of $\Gamma$ and $\gamma$ joined to curves $C_{1}$ and $C_{2}$ adjacent to the shock on either side. When the two integrals are summed, the result is

$$
\begin{equation*}
\oint_{\partial D_{1}+\partial D_{2}} \psi(P \mathrm{~d} y-Q \mathrm{~d} x)=\oint_{\Gamma+C_{1}-C_{2}} \psi(P \mathrm{~d} y-Q \mathrm{~d} x) \tag{88}
\end{equation*}
$$

since $\psi$ is zero on $\gamma$. Notice the difference in sign because $C_{1}$ and $C_{2}$ are traversed in different directions. The right-hand side of (84) may therefore be written in the form

$$
\begin{equation*}
\iint_{D} P \frac{\partial \psi}{\partial x}+Q \frac{\partial \psi}{\partial y}+R \psi \mathrm{~d} x \mathrm{~d} y=\oint_{\Gamma+C_{1}-C_{2}} \psi(P \mathrm{~d} y-Q \mathrm{~d} x) \tag{89}
\end{equation*}
$$

The integral along $\Gamma$ cancels with the left-hand side of (84), and we are left with

$$
\begin{equation*}
\int_{C_{1}} \psi(P \mathrm{~d} y-Q \mathrm{~d} x)-\int_{C_{2}} \psi(P \mathrm{~d} y-Q \mathrm{~d} x)=0 \tag{90}
\end{equation*}
$$

or

$$
\begin{equation*}
\int_{C} \psi\left([P]_{-}^{+} \mathrm{d} y-[Q]_{-}^{+} \mathrm{d} x\right)=0 \tag{91}
\end{equation*}
$$

where $[F]_{-}^{+}$denotes the jump in $F$ across the shock $C$.
Since this relation must hold for any (suitably smooth) test function $\psi$, the term in brackets must be identically zero and we therefore obtain

$$
\begin{equation*}
\frac{\mathrm{d} y}{\mathrm{~d} x}=\frac{[Q]_{-}^{+}}{[P]_{-}^{+}} \tag{92}
\end{equation*}
$$

This so-called Rankine-Hugoniot condition determines the slope of the shock in terms of the discontinuities in $P$ and $Q$ across it.

For semilinear equations, as shown in Example 12, we have $P=a(x, y) u, Q=b(x, y) u$ so (92) reduces to

$$
\begin{equation*}
\frac{\mathrm{d} y}{\mathrm{~d} x}=\frac{b[u]_{-}^{+}}{a[u]_{-}^{+}}=\frac{b}{a} \tag{93}
\end{equation*}
$$

This is identical to the slope of characteristic projections so, for semilinear equations, solutions may only be discontinuous across characteristic projections. Thus the solution obtained in Example 11 is a valid weak solution. For general quasilinear equations, shocks are different from characteristic projections.

Example 14 Find a weak solution of the problem

$$
\begin{align*}
\frac{\partial u}{\partial t}+u \frac{\partial u}{\partial x} & =0, & t>0  \tag{94}\\
u & = \begin{cases}1 & x<0 \\
0 & x \geq 0\end{cases} & t=0 \tag{95}
\end{align*}
$$



Figure 10: The characteristic projections and shock for Example 14.

We look for a solution in which $u$ is piecewise constant: $u=1$ for $x<X(t)$ and $u=0$ for $x \geq X(t)$. Our only remaining task is to determine the position $X(t)$ of the shock. In conservation form we have

$$
\begin{equation*}
\frac{\partial u}{\partial t}+\frac{\partial}{\partial x}\left(\frac{1}{2} u^{2}\right)=0 \tag{96}
\end{equation*}
$$

so the Rankine-Hugoniot condition (92) gives

$$
\begin{equation*}
\frac{\mathrm{d} X}{\mathrm{~d} t}=\frac{\left[\frac{1}{2} u^{2}\right]_{-}^{+}}{[u]_{-}^{+}}=\frac{u_{-}+u_{+}}{2}=\frac{1}{2} \tag{97}
\end{equation*}
$$

Hence $X(t)=t / 2$ and the solution is

$$
u= \begin{cases}1 & x<\frac{1}{2} t  \tag{98}\\ 0 & x \geq \frac{1}{2} t\end{cases}
$$

The characteristic projections have slope given by $\mathrm{d} x / \mathrm{d} t=u$. They are illustrated in Figure 10; note that the characteristic projections travel into the shock from either side.

The great advantage of allowing weak solutions in which $u$ is discontinuous is that we can eliminate multiple-valued solutions like that shown in Figure 6. As soon as the Jacobian becomes zero, we insert a shock that prevents the characteristic projections from crossing. In principle, the Rankine-Hugoniot condition (92) determines the position of the shock, and we can find the solution on either side by the usual characteristic methods.

### 3.4 Nonuniqueness of weak solutions

We have shown how one may construct weak solutions by patching together classical solutions and applying the Rankine-Hugoniot condition (92) across any shocks where $u$ is discontinuous. This allows us to avoid the unphysical possibility of $u$ becoming a multiple-valued function. Unfortunately (92) is in general not enough to determine the solution uniquely. There are two further problems to be addressed.

## Problem 1

The Rankine-Hugoniot condition (92) depends on the functions $P$ and $Q$ that appear in the conservation form (77). However, there may be many different ways of expressing the same PDE in conservation form, and a different conservation form leads to a different RankineHugoniot condition.

Example 15 The PDE

$$
\begin{equation*}
\frac{\partial u}{\partial x}+u \frac{\partial u}{\partial y}=0 \tag{99}
\end{equation*}
$$

may be written in many different conservation forms, including

$$
\begin{equation*}
\frac{\partial u}{\partial x}+\frac{\partial}{\partial y}\left(\frac{1}{2} u^{2}\right)=0 \quad \text { or } \quad \frac{\partial}{\partial x}\left(\frac{1}{2} u^{2}\right)+\frac{\partial}{\partial y}\left(\frac{1}{3} u^{3}\right)=0 . \tag{100}
\end{equation*}
$$

These lead to the two different Rankine-Hugoniot conditions

$$
\begin{equation*}
\frac{\mathrm{d} y}{\mathrm{~d} x}=\frac{\left[\frac{1}{2} u^{2}\right]_{-}^{+}}{[u]_{-}^{+}}=\frac{u_{+}+u_{-}}{2} \quad \text { or } \quad \frac{\mathrm{d} y}{\mathrm{~d} x}=\frac{\left[\frac{1}{3} u^{3}\right]_{-}^{+}}{\left[\frac{1}{2} u^{2}\right]_{-}^{+}}=\frac{2\left(u_{+}^{2}+u_{+} u_{-}+u_{-}^{2}\right)}{3\left(u_{+}+u_{-}\right)} \tag{101}
\end{equation*}
$$

respectively.

## Solution

The key is to make sure that the functions $P$ and $Q$ in the conservation law correspond to real physical quantities (e.g. mass, momentum, energy, etc.). Then the Rankine-Hugoniot condition (92) ensures that these are conserved across shocks.

Example 16 Consider the following model for traffic flow. Let $u(x, t)$ be the density of cars on a stretch of road, where $x$ is distance along the road and $t$ is time. Suppose that the speed $v$ of each car is related to the local density by $v=(1-u)$. Then the flux of cars is given by $u v=u(1-u)$ and the equation representing conservation of cars is

$$
\begin{equation*}
\frac{\partial u}{\partial t}+\frac{\partial}{\partial x}(u(1-u))=0 . \tag{102}
\end{equation*}
$$

The Rankine-Hugoniot condition associated with this conservation law is

$$
\begin{equation*}
\frac{\mathrm{d} x}{\mathrm{~d} t}=\frac{[u(1-u)]_{-}^{+}}{[u]_{-}^{+}}, \tag{103}
\end{equation*}
$$

which may be rearranged to give

$$
\begin{equation*}
\left[u\left(\frac{\mathrm{~d} x}{\mathrm{~d} t}-(1-u)\right)\right]_{-}^{+}=0 . \tag{104}
\end{equation*}
$$

This equation ensures that the rate at which cars enter a shock from one side equals the rate at which they exit the other.

If (102) is rewritten as

$$
\begin{equation*}
\frac{\partial}{\partial t}\left(\frac{1}{2} u^{2}\right)+\frac{\partial}{\partial x}\left(\frac{1}{2} u^{2}-\frac{2}{3} u^{3}\right)=0, \tag{105}
\end{equation*}
$$

then the corresponding Rankine-Hugoniot condition has no physical interpretation, and the net flux of cars would not be preserved across a shock.

## Problem 2

The strategy described above selects a particular weak formulation (i.e. a particular choice of $P$ and $Q$ ) from the many that may be available. The second problem is that this weak formulation may still admit many solutions.

Example 17 The problem

$$
\frac{\partial u}{\partial t}+u \frac{\partial u}{\partial x}=0, \quad u(x, 0)= \begin{cases}0 & x<0  \tag{106}\\ 1 & x \geq 0\end{cases}
$$

has (at least) two possible weak solutions, namely

$$
u_{1}=\left\{\begin{array}{ll}
0 & x<0  \tag{107}\\
x / t & 0 \leq x \leq t \\
1 & x>t
\end{array} \quad \text { and } \quad u_{2}= \begin{cases}0 & x<t / 2 \\
1 & x \geq t / 2\end{cases}\right.
$$

It is readily verified that $0, x / t$ and 1 all satisfy the PDE, and the discontinuities in the first derivatives of $u_{1}$ occur across characteristic projections, so $u_{1}$ is a valid solution. Similarly, $u_{2}$ clearly satisfies the PDE on either side of the shock at $x=t / 2$, and the Rankine-Hugoniot condition $\mathrm{d} x / \mathrm{d} t=\frac{1}{2}$ is satisfied, so $u_{2}$ is also a valid weak solution.

There are several ways around the problem illustrated in Example 17, including the following.

## 1. Entropy

Here we pose a function of $u$ that must increase across a shock.
2. Viscosity

This involves introducing a higher derivative to regularise the equation (i.e. smooth out the shock).

Example 18 As shown in Example 17, the equation

$$
\begin{equation*}
\frac{\partial u}{\partial t}+u \frac{\partial u}{\partial x}=0 \tag{108}
\end{equation*}
$$

may have multiple weak solutions. However, the Burgers Equation

$$
\begin{equation*}
\frac{\partial u}{\partial t}+u \frac{\partial u}{\partial x}=\epsilon \frac{\partial^{2} u}{\partial x^{2}} \tag{109}
\end{equation*}
$$

has a unique solution, given suitable initial and boundary data, for any positive value of $\epsilon$. So a unique weak solution of (108) may be selected by solving (109) and then letting $\epsilon \rightarrow 0$.

## 3. Causality

This means ensuring that information travels into the shock, not out of it.
It may be shown that each of these approaches results in the same unique weak solution being selected. We only use the third option, which does not require us to bring any more physics into the problem, apart from a recognition that one variable $(t)$ represents time. Information travels along characteristic projections, starting from the initial data, in the direction of increasing $t$. A shock solution is causal only if this information travels into the shock from either side (as in Figures 10 and ??). By disallowing shocks that do not satisfy this condition, we narrow down the possible weak solutions to just one.



Figure 11: Characteristic projections for the two possible solutions, (a) $u_{1}$ and (b) $u_{2}$, to Example 17.

Example 19 The characteristic projections for the two possible solution $u_{1}$ and $u_{2}$ to Example 17 are shown in Figure 11. Notice that the shock solution in Figure 11(b) has characteristic projections travelling out of the shock. Thus this solution is not causal and must be discarded. The solution $u_{1}$ displayed in Figure 11(a) is the correct weak solution.

In Example 19, the characteristic projections have slope $\mathrm{d} x / \mathrm{d} t=u$, while the slope of the shock is given by the Rankine-Hugoniot condition $\mathrm{d} x / \mathrm{d} t=\frac{1}{2}\left(u_{+}+u_{-}\right)$. Thus the characteristic projections travel into the shock from either side so long as

$$
\begin{equation*}
u_{-}>\frac{1}{2}\left(u_{+}+u_{-}\right)<u_{+}, \tag{110}
\end{equation*}
$$

which may be rearranged to give

$$
\begin{equation*}
u_{-}>u_{+} \tag{111}
\end{equation*}
$$

This is the condition for a shock to be causal: $u$ must be greater behind the shock than it is ahead. This is why the shock solution in Example 14 is acceptable while that in Example 19 is not.

## 4 First order nonlinear equations

In this chapter we introduce a method that will enable us to solve fully nonlinear first order PDEs by solving an associated system of ODEs (Charpit's equations).

We consider general first-order nonlinear scalar PDEs, i.e. not (necessarily) quasi-linear. The general form of such an equation is

$$
\begin{equation*}
F(p, q, u, x, y)=0 \tag{112}
\end{equation*}
$$

where we use

$$
\begin{equation*}
\frac{\partial u}{\partial x}=p, \quad \frac{\partial u}{\partial y}=q \tag{113}
\end{equation*}
$$

as shorthand, so that

$$
\begin{equation*}
\frac{\partial p}{\partial y}=\frac{\partial q}{\partial x} \tag{114}
\end{equation*}
$$

The case of quasilinear equations corresponds to $F$ being a linear function of $p$ and $q$, i.e.

$$
\begin{equation*}
F(p, q, u, x, y,)=a(x, y, u) p+b(x, y, u) q-c(x, y, u) \tag{115}
\end{equation*}
$$

### 4.1 Charpit's equations

If we differentiate (112) with respect to $x$ and $y$, we obtain

$$
\begin{align*}
& \frac{\partial F}{\partial p} \frac{\partial p}{\partial x}+\frac{\partial F}{\partial q} \frac{\partial q}{\partial x}=-\frac{\partial F}{\partial x}-p \frac{\partial F}{\partial u}  \tag{116a}\\
& \frac{\partial F}{\partial p} \frac{\partial p}{\partial y}+\frac{\partial F}{\partial q} \frac{\partial q}{\partial y}=-\frac{\partial F}{\partial y}-q \frac{\partial F}{\partial u} \tag{116b}
\end{align*}
$$

or, using (114),

$$
\begin{align*}
& \frac{\partial F}{\partial p} \frac{\partial p}{\partial x}+\frac{\partial F}{\partial q} \frac{\partial p}{\partial y}=-\frac{\partial F}{\partial x}-p \frac{\partial F}{\partial u}  \tag{117a}\\
& \frac{\partial F}{\partial p} \frac{\partial q}{\partial x}+\frac{\partial F}{\partial q} \frac{\partial q}{\partial y}=-\frac{\partial F}{\partial y}-q \frac{\partial F}{\partial u} \tag{117b}
\end{align*}
$$

So, if we define characteristics or rays as curves $(x(\tau), y(\tau))$ satisfying

$$
\begin{equation*}
\frac{\mathrm{d} x}{\mathrm{~d} \tau}=\frac{\partial F}{\partial p}, \quad \frac{\mathrm{~d} y}{\mathrm{~d} \tau}=\frac{\partial F}{\partial q} \tag{118}
\end{equation*}
$$

then, along these curves,

$$
\begin{equation*}
\frac{\mathrm{d} p}{\mathrm{~d} \tau}=-\frac{\partial F}{\partial x}-p \frac{\partial F}{\partial u}, \quad \quad \frac{\mathrm{~d} q}{\mathrm{~d} \tau}=-\frac{\partial F}{\partial y}-q \frac{\partial F}{\partial u} \tag{119}
\end{equation*}
$$

We therefore have a system of four ODEs for $x, y, p$ and $q$ satisfied along the rays. Recall, though, that in general $F$ depends on $u$ also, so to close the system we also need an ODE for $u$ along the rays, namely

$$
\begin{equation*}
\frac{\mathrm{d} u}{\mathrm{~d} \tau}=\frac{\partial u}{\partial x} \frac{\mathrm{~d} x}{\mathrm{~d} \tau}+\frac{\partial u}{\partial y} \frac{\mathrm{~d} y}{\mathrm{~d} \tau}=p \frac{\partial F}{\partial p}+q \frac{\partial F}{\partial q} \tag{120}
\end{equation*}
$$

In summary, we have the following system of ODEs for $x, y, p, q$ and $u$, known as Charpit's equations:

$$
\begin{align*}
& \frac{\mathrm{d} x}{\mathrm{~d} \tau}=\frac{\partial F}{\partial p}  \tag{121a}\\
& \frac{\mathrm{~d} y}{\mathrm{~d} \tau}=\frac{\partial F}{\partial q}  \tag{121b}\\
& \frac{\mathrm{~d} p}{\mathrm{~d} \tau}=-\frac{\partial F}{\partial x}-p \frac{\partial F}{\partial u},  \tag{121c}\\
& \frac{\mathrm{~d} q}{\mathrm{~d} \tau}=-\frac{\partial F}{\partial y}-q \frac{\partial F}{\partial u},  \tag{121d}\\
& \frac{\mathrm{~d} u}{\mathrm{~d} \tau}=p \frac{\partial F}{\partial p}+q \frac{\partial F}{\partial q} \tag{121e}
\end{align*}
$$

It is easily verified that these reduce to the usual characteristic equations

$$
\begin{equation*}
\frac{\mathrm{d} x}{\mathrm{~d} \tau}=a, \quad \frac{\mathrm{~d} y}{\mathrm{~d} \tau}=b, \quad \frac{\mathrm{~d} u}{\mathrm{~d} \tau}=c \tag{122}
\end{equation*}
$$

for quasi-linear equations where $F$ takes the form (115).

### 4.2 Boundary data

As for quasilinear scalar equations, Cauchy data specifies $u$ along some curve $\Gamma$ in the $(x, y)$-plane:

$$
\begin{equation*}
x=x_{0}(s), \quad y=y_{0}(s), \quad u=u_{0}(s) \tag{123}
\end{equation*}
$$

for $s$ in some (possibly infinite) interval. We also require initial conditions for $p$ and $q$, say $p=p_{0}(s), q=q_{0}(s)$, which are obtained by differentiating $u_{0}$ with respect to $s$ and using the PDE (112):

$$
\begin{equation*}
\frac{\mathrm{d} u_{0}}{\mathrm{~d} s}=p_{0} \frac{\mathrm{~d} x_{0}}{\mathrm{~d} s}+q_{0} \frac{\mathrm{~d} y_{0}}{\mathrm{~d} s}, \quad F\left(p_{0}, q_{0}, u_{0}, x_{0}, y_{0}\right)=0 \tag{124}
\end{equation*}
$$

By the implicit function theorem, the two equations (124) may be solved uniquely (in principle, if not explicitly) for $p_{0}$ and $q_{0}$ provided the condition

$$
\begin{equation*}
\frac{\mathrm{d} x_{0}}{\mathrm{~d} s} \frac{\partial F}{\partial q_{0}}-\frac{\mathrm{d} y_{0}}{\mathrm{~d} s} \frac{\partial F}{\partial p_{0}} \neq 0 \tag{125}
\end{equation*}
$$

is satisfied. This is the same as insisting that $\Gamma$ not be parallel to a ray.
Charpit's method consists of solving the ODEs (121) for ( $p, q, u, x, y$ ), with (123) and (124) as initial data at $\tau=0$. This gives ( $p, q, u, x, y$ ) all as functions of $s$ and $\tau$ and, in principle, allows us to reconstruct the solution surface $u=u(x, y)$.

## Example 20 Sugar on a spoon

Consider sugar piled up on a spoon such that its height is given by $u(x, y)$. At criticality, just before the sugar would start to slide off the spoon, the angle between the normal to the surface and the vertical $(0,0,1)$ is a prescribed constant, $\gamma$, the angle of friction. That is,

$$
\begin{equation*}
\left(\frac{\partial u}{\partial x}\right)^{2}+\left(\frac{\partial u}{\partial y}\right)^{2}+1=\sec ^{2} \gamma \tag{126}
\end{equation*}
$$

After rearranging and normalising, this can be written as the Eikonal equation

$$
\begin{equation*}
\left(\frac{\partial u}{\partial x}\right)^{2}+\left(\frac{\partial u}{\partial y}\right)^{2}=1 \tag{127}
\end{equation*}
$$

which is of the form (112) with

$$
\begin{equation*}
F(p, q)=\frac{1}{2}\left(p^{2}+q^{2}-1\right) \tag{128}
\end{equation*}
$$

Charpit's equations for this particular $F$ are

$$
\begin{equation*}
\frac{\mathrm{d} x}{\mathrm{~d} \tau}=p, \quad \frac{\mathrm{~d} y}{\mathrm{~d} \tau}=q, \quad \frac{\mathrm{~d} p}{\mathrm{~d} \tau}=0, \quad \frac{\mathrm{~d} q}{\mathrm{~d} \tau}=0, \quad \frac{\mathrm{~d} u}{\mathrm{~d} \tau}=p^{2}+q^{2}=1 \tag{129}
\end{equation*}
$$

Notice that $p$ and $q$ are constant along rays and, hence, given by their boundary values:

$$
\begin{equation*}
p=p_{0}(s), \quad q=q_{0}(s) \tag{130}
\end{equation*}
$$

The remaining ODEs are then readily integrated to give

$$
\begin{equation*}
x=x_{0}(s)+p_{0}(s) \tau, \quad y=y_{0}(s)+q_{0}(s) \tau, \quad u=u_{0}(s)+\tau \tag{131}
\end{equation*}
$$

Notice that the slope of a ray is given by $q_{0}(s) / p_{0}(s)$ which is constant along each ray. Thus the rays are straight lines, along which $u$ increases linearly with $\tau$.

At the edge of the spoon, the height is zero, so $u_{0}(s)=0$. Then we have the system

$$
\begin{equation*}
\frac{\mathrm{d} x_{0}}{\mathrm{~d} s} p_{0}+\frac{\mathrm{d} y_{0}}{\mathrm{~d} s} q_{0}=0, \quad p_{0}^{2}+q_{0}^{2}=1 \tag{132}
\end{equation*}
$$

for $p_{0}$ and $q_{0}$, whose solution is

$$
\begin{equation*}
p_{0}=\frac{\mp y_{0}^{\prime}}{\sqrt{\left(x_{0}^{\prime}\right)^{2}+\left(y_{0}^{\prime}\right)^{2}}}, \quad q_{0}=\frac{ \pm x_{0}^{\prime}}{\sqrt{\left(x_{0}^{\prime}\right)^{2}+\left(y_{0}^{\prime}\right)^{2}}}, \tag{133}
\end{equation*}
$$

where' is used as shorthand for $d / \mathrm{d}$ s. The vector $\left(p_{0}, q_{0}\right)$ is the unit normal to the boundary $\Gamma$. Hence the rays are straight lines perpendicular to $\Gamma$ and $u(x, y)$ is simply the distance of the point $(x, y)$ from $\Gamma$.

Notice that there are two possible solutions corresponding to the $\pm$ in (133). The correct solution is chosen by ensuring that the rays propagate into the region of interest, not out of it. So, in (133), we have to choose ( $p_{0}, q_{0}$ ) to be the inward pointing normal. Otherwise the solution corresponds to the sandpile outside a spoon-shaped hole in a table.

### 4.3 Proof that Charpit's method works

If we differentiate $F$ along a ray, we find that

$$
\begin{equation*}
\frac{\mathrm{d} F}{\mathrm{~d} \tau}=\frac{\partial F}{\partial p} \frac{\mathrm{~d} p}{\mathrm{~d} \tau}+\frac{\partial F}{\partial q} \frac{\mathrm{~d} q}{\mathrm{~d} \tau}+\frac{\partial F}{\partial u} \frac{\mathrm{~d} u}{\mathrm{~d} \tau}+\frac{\partial F}{\partial x} \frac{\mathrm{~d} x}{\mathrm{~d} \tau}+\frac{\partial F}{\partial y} \frac{\mathrm{~d} y}{\mathrm{~d} \tau}=0 \tag{134}
\end{equation*}
$$

Since the boundary condition (124) sets $F$ to zero on the initial curve $\Gamma$, it must therefore be zero everywhere along the rays passing through $\Gamma$. Hence $p, q$ and $u$ satisfy the equation $F(p, q, u, x, y)=0$ everywhere in the domain of definition where there are rays emanating from $\Gamma$.

This is not quite sufficient to prove that $u$ is a solution of the original nonlinear PDE. We still have to show that the functions $p$ and $q$ that result from solving Charpit's equations are equal to $\partial u / \partial x$ and $\partial u / \partial y$ respectively. To do this, we first prove that $\phi \equiv 0$, where

$$
\begin{equation*}
\phi=\frac{\partial u}{\partial s}-p \frac{\partial x}{\partial s}-q \frac{\partial y}{\partial s} \tag{135}
\end{equation*}
$$


(b)


Figure 12: (a) Rays for a sugar heap on an elliptical spoon with $a=2$ and $b=1$; the bold line marks the ridge. (b) The corresponding pile height $u(x, y)$.

By differentiating $\phi$ with respect to $\tau$ and rearranging, we obtain

$$
\begin{equation*}
\frac{\partial \phi}{\partial \tau}=\frac{\partial F}{\partial s}-\phi \frac{\partial F}{\partial u}+\frac{\partial}{\partial s}\left(\frac{\partial u}{\partial \tau}-p \frac{\partial F}{\partial p}-q \frac{\partial F}{\partial q}\right) \tag{136}
\end{equation*}
$$

The final term is identically zero by (121), and we have already shown that $F \equiv 0$ in the domain of definition, which implies that $\partial F / \partial s \equiv 0$. Hence $\phi$ satisfies

$$
\begin{equation*}
\frac{\partial \phi}{\partial \tau}=-\phi \frac{\partial F}{\partial u} \tag{137}
\end{equation*}
$$

with, by (124), $\phi=0$ at $\tau=0$. Provided $\partial F / \partial u$ is bounded, it follows from Picard's theorem that $\phi \equiv 0$ in the domain of definition.

From this fact and Charpit's equation for $u$, we obtain two simultaneous equations for $\partial u / \partial x$ and $\partial u / \partial y$ :

$$
\begin{align*}
\frac{\partial x}{\partial \tau} p+\frac{\partial y}{\partial \tau} q & =\frac{\partial u}{\partial \tau}=\frac{\partial x}{\partial \tau} \frac{\partial u}{\partial x}+\frac{\partial y}{\partial \tau} \frac{\partial u}{\partial y}  \tag{138a}\\
\frac{\partial x}{\partial s} p+\frac{\partial y}{\partial s} q & =\frac{\partial u}{\partial s}=\frac{\partial x}{\partial s} \frac{\partial u}{\partial x}+\frac{\partial y}{\partial s} \frac{\partial u}{\partial y} \tag{138b}
\end{align*}
$$

This system has a unique solution, namely

$$
\begin{equation*}
p=\frac{\partial u}{\partial x}, \quad q=\frac{\partial u}{\partial y} \tag{139}
\end{equation*}
$$

provided the determinant of the right-hand side is nonzero, and this determinant is the $J a$ cobian of the transformation from $(s, \tau)$ to $(x, y)$, that is

$$
\begin{equation*}
J=\frac{\partial y}{\partial \tau} \frac{\partial x}{\partial s}-\frac{\partial x}{\partial \tau} \frac{\partial y}{\partial s}=\frac{\partial x}{\partial s} \frac{\partial F}{\partial q}-\frac{\partial y}{\partial s} \frac{\partial F}{\partial p} \tag{140}
\end{equation*}
$$

Hence we have shown that $u(x, y)$ satisfies the nonlinear PDE (112) as long as $J$ is nonzero.
This proof applies in particular to the special case where $F$ is given by (115), and hence establishes that the method of characteristics works for scalar quasi-linear PDEs.

### 4.4 Discontinuities

Example 20 is an example in which the rays intersect. This happens where the Jacobian $J$ defined by (140) first becomes zero. Note that this reproduces the criterion (125) for Cauchy data not to determine a unique solution on $\Gamma$. If rays are allowed to cross, then the solution becomes multi-valued, which is clearly unphysical for a pile of sugar. Instead, we must allow shocks to form across which the solution is discontinuous. Recall that, for nonlinear PDEs, shocks are different from characteristics. The conditions that must be applied across a shock depend on the physical situation being modelled. For the sugar heap problem, it is clear that $u$ must be continuous everywhere, since a discontinuity in $u$ (corresponding to a vertical "cliff") cannot be sustained. This forces the shock, i.e. the ridge line, to be along the $x$-axis as shown in Figure 12. In general, the region of validity of the solution obtained by Charpit's method is bounded by curves on which $J=0$.

### 4.5 Geometrical optics

The propagation of sound or light waves in two spatial dimensions is governed by the wave equation

$$
\begin{equation*}
\frac{\partial^{2} \psi}{\partial x^{2}}+\frac{\partial^{2} \psi}{\partial y^{2}}=\frac{1}{c^{2}} \frac{\partial^{2} \psi}{\partial t^{2}}, \tag{141}
\end{equation*}
$$

where $\psi$ is some state variable such as pressure or electric field and $c$ is the wave speed. We look for time-periodic (or "monochromatic") solutions with constant frequency $\omega$ by setting

$$
\begin{equation*}
\psi(x, y, t)=\phi(x, y) \mathrm{e}^{-\mathrm{i} \omega t} . \tag{142}
\end{equation*}
$$

Then $\phi$ satisfies the Helmholtz equation

$$
\begin{equation*}
\nabla^{2} \phi+k^{2} \phi=\frac{\partial^{2} \phi}{\partial x^{2}}+\frac{\partial^{2} \phi}{\partial y^{2}}+k^{2} \phi=0 \tag{143}
\end{equation*}
$$

where $k=\omega / c$ is the wavenumber (i.e. $2 \pi$ divided by the wavelength).
The theory of geometrical optics arises from the limit $k \rightarrow \infty$, which is valid over lengthscales much longer than the wavelength. To analyse the behaviour of (143) in this limit, we use the so-called WKBJ method, which involves writing $\phi$ in the form

$$
\begin{equation*}
\phi(x, y)=A(x, y) \mathrm{e}^{\mathrm{i} k u(x, y)} \tag{144}
\end{equation*}
$$

where $A$ and $u$ represent the amplitude and phase respectively of the solution. Then (143) becomes

$$
\begin{equation*}
\nabla^{2} A+\mathrm{i} k\left(A \nabla^{2} u+2 \boldsymbol{\nabla} A \cdot \nabla u\right)+k^{2} A\left(1-|\nabla u|^{2}\right)=0 . \tag{145}
\end{equation*}
$$

We seek solutions in which $A$ is an asymptotic expansion of the form

$$
\begin{equation*}
A \sim A_{0}+\frac{A_{1}}{k}+\frac{A_{2}}{k^{2}}+\cdots . \tag{146}
\end{equation*}
$$

At leading order, (145) implies that $u$ satisfies the Eikonal equation

$$
\begin{equation*}
|\nabla u|^{2}=1 . \tag{147}
\end{equation*}
$$



Figure 13: Illustration of Snell's law.

Then the successive terms in the amplitude expansion satisfy the transport equations

$$
\begin{array}{ll}
2 \nabla u \cdot \nabla A_{0}+A_{0} \nabla^{2} u=0 \\
2 \nabla u \cdot \nabla A_{n}+A_{n} \nabla^{2} u=\mathrm{i} \nabla^{2} A_{n-1}, & n \geq 1 \tag{148b}
\end{array}
$$

The Eikonal equation (147) may be solved exactly as in Example 20. The rays correspond to light rays and all the familiar properties of geometrical optics, for example that light travels in straight lines, follow from the solution of Charpit's equations.

## Example 21 Reflecting plane waves

One obvious solution of (147) is $u=x$, which corresponds to a plane wave moving in the $x$-direction. Now we examine what happens if such a wave impinges on a reflecting wall given by a curve $\Gamma$ in the ( $x, y$ )-plane. We decompose the state variable $\phi$ into an incident wave $\phi_{I}$, namely a plane wave with constant amplitude $a$, and $a$ reflected wave $\phi_{R}$ :

$$
\begin{equation*}
\phi=\phi_{I}+\phi_{R}, \quad \phi_{I}=a \mathrm{e}^{\mathrm{i} k x} \tag{149}
\end{equation*}
$$

Now we apply the WKBJ ansatz to $\phi_{R}$ :

$$
\begin{equation*}
\phi_{R}=A \mathrm{e}^{\mathrm{i} k u(x, y)} \tag{150}
\end{equation*}
$$

The boundary conditions depend on the physical situation being modelled and exactly what the state variable $\phi$ represents. The simplest case is to impose the Dirichlet condition $\phi=0$ on $\Gamma$, which leads to

$$
u=x, \quad A_{0}=-a \quad \text { on } \Gamma
$$

Other possibilities are $\partial \phi / \partial n=0$ or the "Robin condition" $\partial \phi / \partial n+\lambda \phi=0$, but it is readily verified that the leading-order boundary conditions (151) are unchanged in either case.

The solution of Charpit's equations for the Eikonal equation was already obtained in Example 20:

$$
\begin{equation*}
p=p_{0}(s), \quad q=q_{0}(s), \quad x=x_{0}(s)+p_{0}(s) \tau, \quad y=y_{0}(s)+q_{0}(s) \tau, \quad u=u_{0}(s)+\tau \tag{152}
\end{equation*}
$$

For simplicity we suppose that s parametrises arc-length along $\Gamma$ so we can write $x_{0}^{\prime}=\cos \theta, y_{0}^{\prime}=\sin \theta$ where $\theta$ is the angle between $\Gamma$ and the $x$-axis. The boundary condition (151) implies that $u_{0}(s)=x_{0}(s)$, and then $p_{0}$ and $q_{0}$ are obtained from

$$
\begin{equation*}
x_{0}^{\prime} p_{0}+y_{0}^{\prime} q_{0}=x_{0}^{\prime}, \quad p_{0}^{2}+q_{0}^{2}=1 \tag{153}
\end{equation*}
$$

This system has two solutions, one of which is $p_{0}=1, q_{0}=0$, corresponding to the incident wave. The reflected wave is given by the other solution

$$
\begin{equation*}
p_{0}=1-2\left(y_{0}^{\prime}\right)^{2}=\cos (2 \theta), \quad q_{0}=2 x_{0}^{\prime} y_{0}^{\prime}=\sin (2 \theta) \tag{154}
\end{equation*}
$$

Hence the reflected ray makes an angle of $2 \theta$ with the $x$-axis. This is Snell's law: as illustrated in Figure 13, it implies that the angle of incidence to the wall equals the angle of reflection from it.


Figure 14: (a) Reflected rays for Example 22. (b) Rays truncated by a caustic on which $J=0$ 。

## Example 22 The caustic in a teacup

As a special case of Example 21, we now consider the case where $\Gamma$ is the unit circle, parametrised (say) by $x_{0}(s)=\cos (s), y_{0}(s)=\sin (s)$.

As shown in Figure 14(a), the reflected waves start to cross a finite distance from the circle. The envelope of the rays, determined either via the Jacobian condition

$$
\begin{equation*}
J=\frac{\partial x}{\partial s} \frac{\partial F}{\partial q}-\frac{\partial y}{\partial s} \frac{\partial F}{\partial p}=0 \tag{155}
\end{equation*}
$$

or by solving the envelope equations

$$
\begin{equation*}
F(x, y ; s)=\frac{\partial F}{\partial \lambda}=0 \tag{156}
\end{equation*}
$$

defines a curve of concentrated light, as can be observed by shining a light in a teacup.
A single-valued ray solution may be obtained by truncating rays at any caustic where the Jacobian is zero. It may be shown that the asymptotic ansatz (144) breaks down, with $A \rightarrow \infty$ as the caustic is approached. The method of matched asymptotic expansions yields the appropriate correction in the neighbourhood of a caustic and allows the behaviour in the dark zone beyond the caustic (corresponding to complex rays) to be found.

## 5 First order systems

### 5.1 Introduction

In this chapter we consider first-order systems of PDEs of the form

$$
\begin{equation*}
\boldsymbol{A}(x, y, \boldsymbol{u}) \frac{\partial \boldsymbol{u}}{\partial x}+\boldsymbol{B}(x, y, \boldsymbol{u}) \frac{\partial \boldsymbol{u}}{\partial y}=\boldsymbol{c}(x, y, \boldsymbol{u}) \tag{157}
\end{equation*}
$$

where now the unknown $\boldsymbol{u}$ is an $n$-dimensional vector function of $x$ and $y, \boldsymbol{c}$ is also an $n$-dimensional vector, $\boldsymbol{A}$ and $\boldsymbol{B}$ are $n \times n$ matrices. Again, we only consider quasilinear equations, so that (157) is linear in the first derivatives of $\boldsymbol{u}$. Equations of the form (157) arise frequently in physical problems (e.g. gas dynamics), in which it is often the case that one of the independent variables represents time, so we will also write (157) in the form

$$
\begin{equation*}
\boldsymbol{A}(x, t, \boldsymbol{u}) \frac{\partial \boldsymbol{u}}{\partial t}+\boldsymbol{B}(x, t, \boldsymbol{u}) \frac{\partial \boldsymbol{u}}{\partial x}=\boldsymbol{c}(x, t, \boldsymbol{u}) \tag{158}
\end{equation*}
$$

The other motivation for studying (157) is that many higher-order scalar equations may be written in this form.

Example 23 The shallow-water equations describe the flow of a thin layer of liquid over a flat surface under gravity. If $x$ measures horizontal distance and $t$ is time, then the dimensionless height $h(x, t)$ and velocity $u(x, t)$ satisfy

$$
\begin{equation*}
\frac{\partial h}{\partial t}+u \frac{\partial h}{\partial x}+h \frac{\partial u}{\partial x}=0, \quad \frac{\partial u}{\partial t}+u \frac{\partial u}{\partial x}+\frac{\partial h}{\partial x}=0 \tag{159}
\end{equation*}
$$

which may be written in the form (158), with

$$
\boldsymbol{u}=\binom{h}{u}, \quad \boldsymbol{A}=\left(\begin{array}{cc}
1 & 0  \tag{160}\\
0 & 1
\end{array}\right), \quad \boldsymbol{B}=\left(\begin{array}{cc}
u & h \\
1 & u
\end{array}\right), \quad \boldsymbol{c}=\binom{0}{0}
$$

Example 24 Laplace's equation

$$
\begin{equation*}
\frac{\partial^{2} \phi}{\partial x^{2}}+\frac{\partial^{2} \phi}{\partial y^{2}}=0 \tag{161}
\end{equation*}
$$

may be written as a first-order system by setting $u=\partial \phi / \partial x, v=-\partial \phi / \partial y$. Then $u$ and $v$ satisfy the Cauchy-Riemann equations

$$
\begin{equation*}
\frac{\partial u}{\partial x}-\frac{\partial v}{\partial y}=0, \quad \frac{\partial u}{\partial y}+\frac{\partial v}{\partial x}=0 \tag{162}
\end{equation*}
$$

which are in the form of (157), with

$$
\boldsymbol{u}=\binom{u}{v}, \quad \boldsymbol{A}=\left(\begin{array}{cc}
1 & 0  \tag{163}\\
0 & 1
\end{array}\right), \quad \boldsymbol{B}=\left(\begin{array}{cc}
0 & -1 \\
1 & 0
\end{array}\right), \quad \boldsymbol{c}=\binom{0}{0} .
$$

(Once $u$ and $v$ are known, $\phi$ is found by solving either $\partial \phi / \partial x=u$ or $\partial \phi / \partial y=-v$.)

### 5.2 Cauchy data

## Definition

For the PDE system (157), Cauchy data is to specify $\boldsymbol{u}$ on a curve $\Gamma$ in the $(x, y)$ plane, i.e.

$$
\begin{equation*}
x=x_{0}(s), \quad y=y_{0}(s), \quad \boldsymbol{u}=\boldsymbol{u}_{0}(s), \quad s_{1} \leq s \leq s_{2} \tag{164}
\end{equation*}
$$

and the PDE (157) together with the data (164) is known as the Cauchy problem. As for the scalar case, we now ask whether the Cauchy problem determines the first derivatives of $\boldsymbol{u}$.

Differentiating (164) with respect to $s$, we find

$$
\begin{equation*}
\frac{\mathrm{d} \boldsymbol{u}_{0}}{\mathrm{~d} s}=\frac{\mathrm{d} x_{0}}{\mathrm{~d} s} \frac{\partial \boldsymbol{u}}{\partial x}+\frac{\mathrm{d} y_{0}}{\mathrm{~d} s} \frac{\partial \boldsymbol{u}}{\partial y} \tag{165}
\end{equation*}
$$

Now we consider (157) and (165) as a $(2 n) \times(2 n)$ matrix system for the $(2 n)$-dimensional vector $(\partial \boldsymbol{u} / \partial x, \partial \boldsymbol{u} / \partial y)^{T}$ :

$$
\left(\begin{array}{cc}
\boldsymbol{A} & \boldsymbol{B}  \tag{166}\\
x_{0}^{\prime} \boldsymbol{I} & y_{0}^{\prime} \boldsymbol{I}
\end{array}\right)\binom{\partial \boldsymbol{u} / \partial x}{\partial \boldsymbol{u} / \partial y}=\binom{\boldsymbol{c}}{\boldsymbol{u}_{0}^{\prime}}
$$

where ${ }^{\prime}$ is shorthand for $\mathrm{d} / \mathrm{d} s$ and $\boldsymbol{I}$ is the $n \times n$ identity matrix. The system (166) may be solved uniquely for the first derivatives of $\boldsymbol{u}$ provided the determinant of the matrix on the left-hand side is nonzero, and this determinant may be rearranged to give

$$
\begin{equation*}
\operatorname{det}\left(x_{0}^{\prime} \boldsymbol{B}-y_{0}^{\prime} \boldsymbol{A}\right) \neq 0 \tag{167}
\end{equation*}
$$

This is the condition on the initial data for the the first derivatives of $\boldsymbol{u}$ to be locally determined. It clearly reduces to the condition found for scalar equations when $n=1$.

## Cauchy-Kowalevski theorem

Now we state a generalisation of the theorem previously introduced for scalar PDEs. For simplicity we suppose that a coordinate transformation is used to shift the boundary $\Gamma$ onto the $y$-axis, where we specify $\boldsymbol{u}$ :

$$
\begin{equation*}
\boldsymbol{u}=\boldsymbol{u}_{0}(y) \quad \text { on } \quad x=0, \quad y_{1} \leq y \leq y_{2} \tag{168}
\end{equation*}
$$

Clearly, so long as $\boldsymbol{u}_{0}$ is differentiable, we can calculate $\partial \boldsymbol{u} / \partial y$ directly:

$$
\begin{equation*}
\frac{\partial \boldsymbol{u}}{\partial y}=\frac{\mathrm{d} \boldsymbol{u}_{0}}{\mathrm{~d} y} \quad \text { on } \quad x=0, \quad y_{1} \leq y \leq y_{2} \tag{169}
\end{equation*}
$$

We can then use the $\operatorname{PDE}$ (157) to solve for $\partial \boldsymbol{u} / \partial x$,

$$
\begin{equation*}
\frac{\partial \boldsymbol{u}}{\partial x}=\boldsymbol{A}^{-1} \boldsymbol{c}-\boldsymbol{A}^{-1} \boldsymbol{B} \frac{\partial \boldsymbol{u}}{\partial y}=\boldsymbol{f}\left(x, y, \boldsymbol{u}, \frac{\partial \boldsymbol{u}}{\partial y}\right), \quad \text { say } \tag{170}
\end{equation*}
$$

so long as $\boldsymbol{A}$ is invertible. Thus the PDE may be written in the form (170) provided $|\boldsymbol{A}| \neq 0$, which is the same as condition (167), with $x_{0}=0, y_{0}=s$.

Now suppose that $\boldsymbol{u}_{0}(y)$ is analytic at a point $y_{0} \in\left(y_{1}, y_{2}\right)$ and that $\boldsymbol{f}$ is analytic in all its arguments at the point

$$
\left(0, y_{0}, \boldsymbol{u}_{0}\left(y_{0}\right), \frac{\mathrm{d} \boldsymbol{u}_{0}}{\mathrm{~d} y}\left(y_{0}\right)\right)
$$

Then the Cauchy-Kowalevski theorem says that the Cauchy problem $(168,170)$ has a unique analytic solution $\boldsymbol{u}(x, y)$ in a neighbourhood of $\left(0, y_{0}\right)$.

The proof of this theorem works by constructing a Taylor expansion for $\boldsymbol{u}$ and showing it has a finite radius of convergence. It may readily be extended to the case of a general analytic initial curve $\Gamma$ if the condition (167) is satisfied. However, the result is entirely local: the radius of convergence may be extremely small, meaning that $\boldsymbol{u}$ may become singular or nonunique a short distance from the initial data. Moreover, the hypotheses of the theorem are rather restrictive: it says nothing about existence or uniqueness of solutions when the initial data (say) are nonanalytic.

### 5.3 Characteristics

## Definition

There is not a straightforward geometric interpretation of the PDE system (157) as there is in the scalar case. At the very least we have to imagine $n$ solution surfaces - one for each component of $\boldsymbol{u}$. There is also no obvious generalisation of the characteristic ODEs. Recall, though, that for scalar PDEs, characteristics are curves on which Cauchy data does not allow the the first derivatives of $u$ to be determined uniquely, and this definition does generalise to $n$ dimensions.

Consider a curve in the $(x, y)$ plane, parameterised by $\tau$, and suppose that $\boldsymbol{u}$ is known on this curve. Then, according to (167), the first derivatives of $\boldsymbol{u}$ may be found locally unless

$$
\begin{equation*}
\operatorname{det}\left(\frac{\mathrm{d} x}{\mathrm{~d} \tau} \boldsymbol{B}-\frac{\mathrm{d} y}{\mathrm{~d} \tau} \boldsymbol{A}\right)=0 \tag{171}
\end{equation*}
$$

A curve $(x(\tau), y(\tau))$ satisfying (171) is called a characteristic projection. Since there is no generalisation of the concept of characteristic introduced previously for scalar PDEs, it is usual to drop the word "projection" and refer to these plane curves simply as characteristics.

As for scalar PDEs, an alternative definition is that characteristics are curves across which the first derivatives of $\boldsymbol{u}$ may be discontinuous. Suppose $\boldsymbol{u}$ is continuous across a curve $C$ in the $(x, y)$ plane, but its first derivatives take different limiting values (denoted by ${ }^{+}$and ${ }^{-}$) on either side of $C$. If $C$ is parametrised by $x=x(\xi), y=y(\xi)$. Then, by differentiating $\boldsymbol{u}$ along either side of $C$, we obtain

$$
\begin{equation*}
\frac{\mathrm{d} \boldsymbol{u}}{\mathrm{~d} \xi}=\frac{\partial \boldsymbol{u}^{+}}{\partial x} \frac{\mathrm{~d} x}{\mathrm{~d} \xi}+\frac{\partial \boldsymbol{u}^{+}}{\partial y} \frac{\mathrm{~d} y}{\mathrm{~d} \xi}=\frac{\partial \boldsymbol{u}^{-}}{\partial x} \frac{\mathrm{~d} x}{\mathrm{~d} \xi}+\frac{\partial \boldsymbol{u}^{-}}{\partial y} \frac{\mathrm{~d} y}{\mathrm{~d} \xi} \tag{172}
\end{equation*}
$$

and by subtracting these two equations we find

$$
\begin{equation*}
\frac{\mathrm{d} x}{\mathrm{~d} \xi}\left[\frac{\partial \boldsymbol{u}}{\partial x}\right]_{-}^{+}+\frac{\mathrm{d} y}{\mathrm{~d} \xi}\left[\frac{\partial \boldsymbol{u}}{\partial y}\right]_{-}^{+}=\mathbf{0} \tag{173}
\end{equation*}
$$

Similarly, because $\boldsymbol{u}$ satisfies the $\operatorname{PDE}$ (157) on either side of $C$, we have

$$
\begin{equation*}
\boldsymbol{A}\left[\frac{\partial \boldsymbol{u}}{\partial x}\right]_{-}^{+}+\boldsymbol{B}\left[\frac{\partial \boldsymbol{u}}{\partial y}\right]_{-}^{+}=\mathbf{0} \tag{174}
\end{equation*}
$$

The homogeneous system $(173,174)$ implies that the jumps in $\partial \boldsymbol{u} / \partial x$ and $\partial \boldsymbol{u} / \partial y$ must be zero unless the determinant of the system is zero, which implies that

$$
\begin{equation*}
\operatorname{det}\left(\frac{\mathrm{d} x}{\mathrm{~d} \xi} \boldsymbol{B}-\frac{\mathrm{d} y}{\mathrm{~d} \xi} \boldsymbol{A}\right)=0 \tag{175}
\end{equation*}
$$

i.e. that $C$ is a characteristic.

## Classification

The slopes of the characteristics satisfy the eigenvalue problem

$$
\begin{equation*}
\frac{\mathrm{d} y}{\mathrm{~d} x}=\lambda \quad \text { where } \quad \operatorname{det}(\boldsymbol{B}-\lambda \boldsymbol{A})=0 \tag{176}
\end{equation*}
$$

Thus $\lambda$ satisfies an $n$ th-order polynomial equation, whose roots may be complex in general. A $2 \times 2$ system may be classified as follows, depending on the eigenvalues $\lambda$.

- If there are two distinct real eigenvalues, then the system is said to be hyperbolic.
- If there is one repeated real eigenvalue, then the system is parabolic.
- If the eigenvalues are complex, then the system is called elliptic.

Example 25 Consider the quasilinear second-order PDE

$$
\begin{equation*}
a \frac{\partial^{2} \phi}{\partial x^{2}}+2 b \frac{\partial^{2} \phi}{\partial x \partial y}+c \frac{\partial^{2} \phi}{\partial y^{2}}=f \tag{177}
\end{equation*}
$$

where $a, b$ and $f$ are in general functions of $x, y, \phi, \partial \phi / \partial x$ and $\partial \phi / \partial y$. We can write (177) as the first-order system

$$
\left(\begin{array}{cc}
a & b  \tag{178}\\
0 & -1
\end{array}\right) \frac{\partial \boldsymbol{u}}{\partial x}+\left(\begin{array}{cc}
b & c \\
1 & 0
\end{array}\right) \frac{\partial \boldsymbol{u}}{\partial y}=\binom{f}{0}, \quad \text { where } \quad \boldsymbol{u}=\binom{\partial \phi / \partial x}{\partial \phi / \partial y}
$$

If $a, b, c$ and $f$ are independent of $\phi$, then we can ignore the uncoupled equation $\partial \phi / \partial x=u$, and the characteristic slopes satisfy

$$
\begin{gather*}
\left|\begin{array}{cc}
b-\lambda a & c-\lambda b \\
1 & \lambda
\end{array}\right|=0 \\
\Rightarrow \quad a \lambda^{2}-2 b \lambda+c=0 . \tag{179}
\end{gather*}
$$

The system is thus hyperbolic if $b^{2}>a c$, parabolic if $b^{2}=a c$, elliptic if $b^{2}<a c$.
In dimensions higher than two, there are clearly many possible combinations of real, complex, distinct and repeated roots of the polynomial equation (176), and there is no such simple classification. However, we still define an equation as hyperbolic if (176) has $n$ distinct real roots $\lambda$. Since the matrices $\boldsymbol{A}$ and $\boldsymbol{B}$ depend on $x, y$ and, in general, also on the solution $\boldsymbol{u}$, the type of the equation (i.e., hyperbolic, elliptic, parabolic or some hybrid) may also vary with position.

Now, according to the Cauchy-Kowalevski theorem, provided all our coefficients and initial data are analytic and the condition (167) is satisfied, there is a unique solution for $\boldsymbol{u}$ in a neighbourhood of $\Gamma$. Nevertheless, unless the PDE is hyperbolic, the Cauchy problem is in general ill posed. This may manifest itself in several ways. For example, the unique local solution may blow up arbitrarily close to $\Gamma$ or may be pathalogically sensitive to the initial data.

Example 26 For the Cauchy-Riemann equations, the characteristic slopes satisfy

$$
\left|\begin{array}{cc}
-\lambda & -1  \tag{180}\\
1 & -\lambda
\end{array}\right|=0 \quad \Rightarrow \quad \lambda= \pm \mathrm{i}
$$

so the system is elliptic.
Suppose we try to solve (162) in $y>0$ subject to the Cauchy data

$$
\begin{equation*}
u=u_{0}(x)=0, \quad v=v_{0}(x)=\frac{\epsilon \delta^{2}}{x^{2}+\delta^{2}} \quad \text { on } \quad y=0 \tag{181}
\end{equation*}
$$

where $\epsilon$ and $\delta$ are positive constants. Notice that the initial data are analytic and bounded: $v_{0}(x)$ is in the range $(0, \epsilon]$ for all $x$. It may be shown ${ }^{1}$ that the solution of this problem is

$$
\begin{equation*}
u=\frac{2 \epsilon \delta^{2} x y}{\left[x^{2}+(y-\delta)^{2}\right]\left[x^{2}+(y+\delta)^{2}\right]}, \quad \quad v=\frac{\epsilon \delta^{2}\left[x^{2}-y^{2}+\delta^{2}\right]}{\left[x^{2}+(y-\delta)^{2}\right]\left[x^{2}+(y+\delta)^{2}\right]} \tag{182}
\end{equation*}
$$

Thus, however small $\epsilon$ is, both $u$ and $v$ blow up at the point $(0, \delta)$ : by choosing $\delta$ small, we can make the solution break down arbitrarily close to the initial curve $y=0$.

For the remainder of this chapter we restrict our attention to hyperbolic systems, for which the Cauchy problem is generally well posed, and for which characteristic methods analogous to those used for scalar equations can be applied. So, at each point in the $(x, y)$ plane, we assume that (171) defines $n$ distinct real eigenvalues $\lambda$. Thus, by solving $\mathrm{d} y / \mathrm{d} x=\lambda$ for each of these $n$ characteristic slopes, we can obtain in principle $n$ families of characteristics for an $n$-dimensional hyperbolic system.

### 5.4 Integration along characteristics

## Reduction to an ODE

Suppose $\lambda$ is a real eigenvalue of (176); recall that $\lambda$ is in general a function of $x, y$ and $\boldsymbol{u}$, since $\boldsymbol{A}$ and $\boldsymbol{B}$ are. Now the matrix $(\boldsymbol{B}-\lambda \boldsymbol{A})$ is singular, so there exists a left eigenvector $\boldsymbol{l}^{T}$, such that

$$
\begin{equation*}
\boldsymbol{l}^{T}(\boldsymbol{B}-\lambda \boldsymbol{A})=\mathbf{0}^{T}, \quad \text { that is } \quad \boldsymbol{l}^{T} \boldsymbol{B}=\lambda \boldsymbol{l}^{T} \boldsymbol{A} \tag{183}
\end{equation*}
$$

Multiplying the PDE (157) on the left by $\boldsymbol{l}^{T}$, we obtain

$$
\begin{align*}
\boldsymbol{l}^{T} \boldsymbol{A} \frac{\partial \boldsymbol{u}}{\partial x}+\boldsymbol{l}^{T} \boldsymbol{B} \frac{\partial \boldsymbol{u}}{\partial y} & =\boldsymbol{l}^{T} \boldsymbol{c} \\
\Rightarrow \quad \boldsymbol{l}^{T} \boldsymbol{A}\left(\frac{\partial \boldsymbol{u}}{\partial x}+\lambda \frac{\partial \boldsymbol{u}}{\partial y}\right) & =\boldsymbol{l}^{T} \boldsymbol{c} \tag{184}
\end{align*}
$$

Along characteristics, whose slope is $\mathrm{d} y / \mathrm{d} x=\lambda$, we have

$$
\begin{equation*}
\boldsymbol{l}^{T} \boldsymbol{A} \frac{\mathrm{~d} \boldsymbol{u}}{\mathrm{~d} x}=\boldsymbol{l}^{T} \boldsymbol{c} \tag{185}
\end{equation*}
$$

This is the equivalent of the ODE satisfied by $u$ along characteristics in the scalar case. There is one ODE of the form (185) satisfied along each of the $n$ families of characteristics.

## Riemann invariants

Since (185) is a single differential equation for the $n$ components of $\boldsymbol{u}$, it is usually not integrable. However, there are special cases in which the ODE (185) may be rearranged to take the form

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} x}[R(x, y, \boldsymbol{u})]=0 \tag{186}
\end{equation*}
$$

[^0]If so, the function $R$ is conserved along the characteristics satisfying $\mathrm{d} y / \mathrm{d} x=\lambda$, and is called a Riemann invariant.

Example 27 Consider the system

$$
\begin{equation*}
\frac{\partial u}{\partial x}-\frac{\partial v}{\partial y}=0, \quad \frac{\partial u}{\partial y}-\frac{\partial v}{\partial x}=0, \tag{187}
\end{equation*}
$$

which may be written in the form (157) with

$$
\boldsymbol{u}=\binom{u}{v}, \quad \boldsymbol{A}=\left(\begin{array}{cc}
1 & 0  \tag{188}\\
0 & -1
\end{array}\right), \quad \boldsymbol{B}=\left(\begin{array}{cc}
0 & -1 \\
1 & 0
\end{array}\right), \quad \boldsymbol{c}=\binom{0}{0} .
$$

The characteristic slopes satisfy

$$
\left|\begin{array}{cc}
-\lambda & -1  \tag{189}\\
1 & \lambda
\end{array}\right|=0 \quad \Rightarrow \quad \lambda= \pm 1,
$$

so the system is hyperbolic. Now we have to solve

$$
\boldsymbol{l}^{T}(\boldsymbol{B}-\lambda \boldsymbol{A})=\boldsymbol{l}^{T}\left(\begin{array}{cc}
\mp 1 & -1  \tag{190}\\
1 & \pm 1
\end{array}\right)=\mathbf{0}^{T},
$$

and a suitable left eigenvector is $\boldsymbol{l}^{T}=(1, \pm 1)$. When we multiply the system

$$
\left(\begin{array}{cc}
1 & 0  \tag{191}\\
0 & -1
\end{array}\right) \frac{\partial}{\partial x}\binom{u}{v}+\left(\begin{array}{cc}
0 & -1 \\
1 & 0
\end{array}\right) \frac{\partial}{\partial y}\binom{u}{v}=\binom{0}{0}
$$

on the left by $\boldsymbol{l}^{T}$, we obtain

$$
\left(\begin{array}{ll}
1 & \mp 1
\end{array}\right) \frac{\partial}{\partial x}\binom{u}{v}+\left(\begin{array}{ll} 
\pm 1 & -1 \tag{192}
\end{array}\right) \frac{\partial}{\partial y}\binom{u}{v}=0 .
$$

Using the fact that $\mathrm{d} y / \mathrm{d} x=\lambda= \pm 1$, this may be rearranged to give

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} x}(u \mp v)=0, \tag{193}
\end{equation*}
$$

so the Riemann invariants $u \mp v$ are conserved along the characteristics $\mathrm{d} y / \mathrm{d} x= \pm 1$.
In this simple case, the Riemann invariants may be used to write down the general solution. Since $u+v$ is constant when $y+x$ is constant, we must have $u+v=f(y+x)$ for some function $f$. Similarly, $u-v$ must take the form $g(y-x)$, so the general solution is

$$
\begin{equation*}
u=\frac{1}{2} f(y+x)+\frac{1}{2} g(y-x), \quad v=\frac{1}{2} f(y+x)-\frac{1}{2} g(y-x), \tag{194}
\end{equation*}
$$

where $f$ and $g$ are two arbitrary functions. Note that, if we cross-differentiate to eliminate $v$, we find that $u$ satisfies the wave equation

$$
\begin{equation*}
\frac{\partial^{2} u}{\partial x^{2}}-\frac{\partial u}{\partial y^{2}}=0 . \tag{195}
\end{equation*}
$$

For linear hyperbolic PDEs with $\boldsymbol{c}=\mathbf{0}$, as in Example 27, we can always find a complete set of $n$ Riemann invariants. Furthermore, for linear PDEs, the characteristics may be found independently of the solution. We thus obtain a system of $n$ algebraic equations for the components of $\boldsymbol{u}$ in terms of arbitrary functions that are constant along each family of characteristics. This suggests a plausible method for solving hyperbolic systems numerically. If $\boldsymbol{A}, \boldsymbol{B}$ and $\boldsymbol{c}$ are approximated as being locally constant near $\Gamma$, then the resulting
autonomous linear system has a complete set of Riemann invariants. Thus the solution $\boldsymbol{u}$ a small distance from $\Gamma$ may be found by solving the resulting system of algebraic equations. By repeating this process, the solution may be continued further still from the initial data. This proposed procedure suggests that the Cauchy problem should usually be well posed for hyperbolic systems.

The following two examples show that, when $\boldsymbol{c}$ is nonzero, even linear PDEs have no Riemann invariants in general.
Example 28 The system

$$
\begin{equation*}
\frac{\partial u}{\partial x}-\frac{\partial v}{\partial y}=u+v, \quad \frac{\partial u}{\partial y}-\frac{\partial v}{\partial x}=0 \tag{196}
\end{equation*}
$$

may be written as

$$
\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right) \frac{\partial \boldsymbol{u}}{\partial x}+\left(\begin{array}{cc}
0 & -1 \\
1 & 0
\end{array}\right) \frac{\partial \boldsymbol{u}}{\partial y}=\binom{u+v}{0}
$$

where $\boldsymbol{u}=(u, v)^{T}$. As in Example 27, the characteristic directions are $\mathrm{d} y / \mathrm{d} x=\lambda= \pm 1$ and the corresponding left eigenvectors are $\boldsymbol{l}^{T}=(1, \pm 1)$. Now, the ODEs satisfied along the characteristics are

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} x}(u \mp v)=u+v \quad \text { on } \frac{\mathrm{d} y}{\mathrm{~d} x}= \pm 1 \tag{197}
\end{equation*}
$$

only one of which is integrable:

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} x}(u+v)=u+v \quad \Rightarrow \quad \mathrm{e}^{-x}(u+v)=\text { const } \quad \text { on } \quad \frac{\mathrm{d} y}{\mathrm{~d} x}=-1 \tag{198}
\end{equation*}
$$

Nevertheless, we can use this single Riemann invariant to find the general solution in this case.
Since $\mathrm{e}^{-x}(u+v)$ is constant when $(y+x)$ is constant, we may write

$$
\begin{equation*}
u+v=\mathrm{e}^{x} f(y+x), \tag{199}
\end{equation*}
$$

where $f$ is an arbitrary function. Along the other family of characteristics we have $(y-x)=\operatorname{const}=k$, say, so

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} x}(u-v)=u+v=\mathrm{e}^{x} f(y+x)=\mathrm{e}^{x} f(k+2 x) \quad \text { on } y-x=k . \tag{200}
\end{equation*}
$$

This may be integrated with respect to $x$ to give

$$
\begin{equation*}
u-v=\frac{1}{2} \mathrm{e}^{(x-y) / 2} \int_{0}^{y+x} \mathrm{e}^{s / 2} f(s) \mathrm{d} s+g(y-x), \tag{201}
\end{equation*}
$$

where $g$ is a second arbitrary function. The general solution is, therefore,

$$
\begin{align*}
& u=\frac{1}{2} \mathrm{e}^{x} f(y+x)+\frac{1}{2} g(y-x)+\frac{1}{4} \mathrm{e}^{(x-y) / 2} \int_{0}^{y+x} \mathrm{e}^{s / 2} f(s) \mathrm{d} s,  \tag{202a}\\
& v=\frac{1}{2} \mathrm{e}^{x} f(y+x)-\frac{1}{2} g(y-x)-\frac{1}{4} \mathrm{e}^{(x-y) / 2} \int_{0}^{y+x} \mathrm{e}^{s / 2} f(s) \mathrm{d} s . \tag{202b}
\end{align*}
$$

Example 29 The system

$$
\begin{equation*}
\frac{\partial u}{\partial x}-\frac{\partial v}{\partial y}=u, \quad \frac{\partial u}{\partial y}-\frac{\partial v}{\partial x}=0 \tag{203}
\end{equation*}
$$

has characteristic equations

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} x}(u \mp v)=u \quad \text { on } \quad \frac{\mathrm{d} y}{\mathrm{~d} x}= \pm 1 \tag{204}
\end{equation*}
$$

which cannot be integrated. There are no Riemann invariants and no way to find the general solution explicitly.

The situation is even worse for fully nonlinear systems, where the characteristics depend on the solution $\boldsymbol{u}$. Even when such systems have a complete set of $n$ Riemann invariants, since we do not know in advance the curves along which each is conserved, we cannot in general find an explicit solution.

Example 30 The shallow-water equations (159) have characteristic slopes given by

$$
\begin{align*}
\operatorname{det}(\boldsymbol{B}-\lambda \boldsymbol{A}) & =\left|\begin{array}{cc}
u-\lambda & h \\
1 & u-\lambda
\end{array}\right|=(u-\lambda)^{2}-h=0 \\
& \Rightarrow \quad \frac{\mathrm{~d} x}{\mathrm{~d} t}=\lambda=u \pm \sqrt{h} \tag{205}
\end{align*}
$$

and the corresponding left eigenvectors are $(1, \pm \sqrt{h})$. The characteristic ODEs are

$$
\begin{align*}
\frac{\mathrm{d} h}{\mathrm{~d} t} \pm \sqrt{h} \frac{\mathrm{~d} u}{\mathrm{~d} t} & =0 & & \text { on } \frac{\mathrm{d} x}{\mathrm{~d} t}
\end{align*}=u \pm \sqrt{h}
$$

so the Riemann invariants $u \pm 2 \sqrt{h}$ are preserved along the characteristics $\mathrm{d} x / \mathrm{d} t=u \pm \sqrt{h}$. Although the system has two Riemann invariants, we cannot infer the general solution.

## Regions of influence

Recall that, for scalar PDEs, where Cauchy data are only given on a finite initial curve $\Gamma$, the solution is only determined in the so-called domain of definition, penetrated by characteristics emanating from $\Gamma$. In $n$ dimensions, the domain of definition is the region penetrated by all $n$ families of characteristics originating at $\Gamma$. Where there are at least one but fewer than $n$ families of characteristics, the solution is influenced but not fully determined by the Cauchy data on $\Gamma$. The region swept out by all the characteristics intersecting $\Gamma$ is therefore called the region of influence.

Example 31 We return to the system considered in Example 27, which has the general solution

$$
\begin{equation*}
u=\frac{1}{2} f(y+x)+\frac{1}{2} g(y-x), \quad v=\frac{1}{2} f(y+x)-\frac{1}{2} g(y-x) \tag{207}
\end{equation*}
$$

If we are given the Cauchy data $u=u_{0}(x), v=v_{0}(x)$ on $y=0,0<x<1$, then we can determine the two arbitrary functions $f$ and $g$ :

$$
\begin{gather*}
f(s)=u_{0}(s)+v_{0}(s), \quad 0<s<1  \tag{208a}\\
g(s)=u_{0}(-s)-v_{0}(-s), \quad-1<s<0 \tag{208b}
\end{gather*}
$$

The solution for $u$ is, therefore,

$$
\begin{equation*}
u=\frac{1}{2}\left\{u_{0}(y+x)+v_{0}(y+x)+u_{0}(x-y)-v_{0}(x-y)\right\}, \tag{209}
\end{equation*}
$$

and a similar expression for $v$ may readily be found.
In (209), the first two terms correspond to the function $f$ and are defined in $0<y+x<1$, while the final two terms, corresponding to $g$, are defined in $0<x-y<1$. The region of influence is the union of these two domains, where either $f$ or $g$ is defined. The domain of definition is the intersection, where both $f$ and $g$ are defined, that is, $0<y<\max (x, 1-x)$. They are both illustrated in Figure 15.


Figure 15: Region of influence and domain of definition for Example 31.

## Simple waves

For nonlinear systems, even if a complete set of Riemann invariants exists, it is usually not possible to construct an explicit solution. However, some progress can be made if the boundary conditions are such that one Riemann invariant is constant everywhere (i.e. not just along characteristics). If this occurs, then we have a functional relation $R(x, y, \boldsymbol{u})=$ const, which allows us to eliminate one of the components of $\boldsymbol{u}$ and thus reduce the dimension of the system by one. For example, two-dimensional systems become scalar PDEs, which may then be solved using the methods from chapter 1. These special solutions are known as simple waves.

Example 32 We return to the shallow-water equations (159). As shown in Example 30, these have Riemann invariants $u \pm 2 \sqrt{h}$. Suppose we are given $u=u_{0}(x), h=u_{0}(x)^{2} / 4$ on $t=0$. Then $u-2 \sqrt{h}$ is zero on $t=0$ and, since it is preserved along the characteristics $\mathrm{d} x / \mathrm{d} t=u-\sqrt{h}$, must therefore be zero everywhere (in the domain of definition). So we can substitute $h=u^{2} / 4$ into (159) to obtain

$$
\begin{equation*}
\frac{\partial u}{\partial t}+\frac{3 u}{2} \frac{\partial u}{\partial x}=0 \tag{210}
\end{equation*}
$$

which is readily solved to give the implicit solution

$$
\begin{equation*}
u=u_{0}(x-3 u t / 2) \tag{211}
\end{equation*}
$$

### 5.5 Weak solutions

## Formulation

As for scalar PDEs, nonlinear hyperbolic systems may have solutions that lose uniqueness a finite distance from the initial data. This is illustrated by the solution of Example 32, for which $\partial u / \partial x$ becomes unbounded in finite time if $u_{0}^{\prime}$ is ever negative. To continue such solutions, it is necessary to allow $\boldsymbol{u}$ to be discontinuous across curves in the ( $x, y$ ) plane, again referred to as shocks. Since the PDE (157) does not make sense on such a curve, we have to use a weak formulation of the problem. The theory is very similar to the scalar case, so we omit most of the details.

The first step is to write the system in conservation form

$$
\begin{equation*}
\frac{\partial \boldsymbol{P}}{\partial x}+\frac{\partial \boldsymbol{Q}}{\partial y}=\boldsymbol{R} \tag{212}
\end{equation*}
$$



Figure 16: Schematic showing the boundary curve $\Gamma$, closed by a curve $\gamma$ to enclose a region $D$.


Figure 17: Schematic showing the shock $C$ dividing $D$ into two regions $D_{1}$ and $D_{2}$. The integration paths on either side of $C$ are denoted $C_{1}$ and $C_{2}$.
where $\boldsymbol{P}, \boldsymbol{Q}$ and $\boldsymbol{R}$ are vector-valued functions of $x, y$ and $\boldsymbol{u} . .^{2}$ Now, as illustrated in Figure 16, we form a closed region $D$ by closing $\Gamma$ with a second curve $\gamma$, then multiply (212) through by a test function $\psi$, assumed to be suitably differentiable and to vanish on $\gamma$. Then we integrate over $D$ and, just as for the scalar case, Green's theorem leads to the following weak formulation of (157):

$$
\begin{equation*}
\int_{\Gamma} \psi(\boldsymbol{P} \mathrm{d} y-\boldsymbol{Q} \mathrm{d} x)=\iint_{D} \boldsymbol{P} \frac{\partial \psi}{\partial x}+\boldsymbol{Q} \frac{\partial \psi}{\partial y}+\boldsymbol{R} \psi \mathrm{d} x \mathrm{~d} y \tag{213}
\end{equation*}
$$

A function $\boldsymbol{u}(x, y)$ that satisfies (213) for all suitable test functions $\psi$ is called a weak solution of (157). If $\boldsymbol{u}$ is continuously differentiable and satisfies (213), then it is also a classical solution of (157). However, (213) also makes sense if $\boldsymbol{u}$ is discontinuous.

## Shocks

Now we look for a weak solution in which $\boldsymbol{u}$ is smooth everywhere except a curve $C$, across which it is discontinuous. As shown in Figure 17, $C$ divides the region $D$ into two sub-regions $D_{1}$ and $D_{2}$. The integral on the right-hand side of (213) may be split up into two integrals over $D_{1}$ and $D_{2}$ respectively. Since $\boldsymbol{u}$ is smooth within $D_{1}$ and within $D_{2}$, Green's theorem

[^1]may then be used, along with the fact that $\boldsymbol{u}$ satisfies the PDE (157), giving
\[

$$
\begin{align*}
\iint_{D} \boldsymbol{P} \frac{\partial \psi}{\partial x}+\boldsymbol{Q} \frac{\partial \psi}{\partial y}+\boldsymbol{R} \psi \mathrm{d} x \mathrm{~d} y= & \iint_{D_{1}} \boldsymbol{P} \frac{\partial \psi}{\partial x}+\boldsymbol{Q} \frac{\partial \psi}{\partial y}+\boldsymbol{R} \psi \mathrm{d} x \mathrm{~d} y \\
& +\iint_{D_{2}} \boldsymbol{P} \frac{\partial \psi}{\partial x}+\boldsymbol{Q} \frac{\partial \psi}{\partial y}+\boldsymbol{R} \psi \mathrm{d} x \mathrm{~d} y \\
= & \oint_{\partial D_{1}} \psi(\boldsymbol{P} \mathrm{~d} y-\boldsymbol{Q} \mathrm{d} x)+\oint_{\partial D_{2}} \psi(\boldsymbol{P} \mathrm{~d} y-\boldsymbol{Q} \mathrm{d} x) \tag{214}
\end{align*}
$$
\]

Then, since $\psi$ is assumed to be zero on $\gamma$, (213) reduces to

$$
\begin{equation*}
\int_{C} \psi\left([\boldsymbol{P}]_{-}^{+} \mathrm{d} y-[\boldsymbol{Q}]_{-}^{+} \mathrm{d} x\right)=0 \tag{215}
\end{equation*}
$$

where [ $]_{-}^{+}$denotes the jump across the shock. This holds for all test functions $\psi$, and the slope of the shock must therefore satisfy the Rankine-Hugoniot condition

$$
\begin{equation*}
[\boldsymbol{P}]_{-}^{+} \frac{\mathrm{d} y}{\mathrm{~d} x}=[\boldsymbol{Q}]_{-}^{+} . \tag{216}
\end{equation*}
$$

The scalar Rankine-Hugoniot condition is clearly reproduced if $n=1$ but, in higher dimensions, (216) gives us $n$ relations between $d y / \mathrm{d} x$ and the jumps in the $n$ components of $\boldsymbol{u}$. For semilinear equations, we have

$$
\begin{equation*}
\boldsymbol{P}=\boldsymbol{A} \boldsymbol{u}, \quad \boldsymbol{Q}=\boldsymbol{B} \boldsymbol{u}, \quad \boldsymbol{R}=\boldsymbol{c}+\frac{\partial \boldsymbol{A}}{\partial x} \boldsymbol{u}+\frac{\partial \boldsymbol{B}}{\partial y} \boldsymbol{u} \tag{217}
\end{equation*}
$$

so the Rankine-Hugoniot condition is

$$
\begin{equation*}
[\boldsymbol{A} \boldsymbol{u}]_{-}^{+} \frac{\mathrm{d} y}{\mathrm{~d} x}=[\boldsymbol{B} \boldsymbol{u}]_{-}^{+} \quad \Rightarrow \quad\left(\boldsymbol{B}-\frac{\mathrm{d} y}{\mathrm{~d} x} \boldsymbol{A}\right)[\boldsymbol{u}]_{-}^{+}=\mathbf{0} \tag{218}
\end{equation*}
$$

Thus $\boldsymbol{u}$ can only be discontinuous if the determinant of the matrix on the left-hand side is zero, which implies that $\mathrm{d} y / \mathrm{d} x$ is equal to a characteristic slope. In other words, shocks occur on characteristics for semilinear equations. This is not true for general quasilinear systems, though.

Example 33 The shallow-water equations (159) may be written in the conservation form

$$
\begin{array}{cc}
\frac{\partial h}{\partial t}+\frac{\partial}{\partial x}(h u)=0, & \frac{\partial}{\partial t}(h u)+\frac{\partial}{\partial x}\left(h u^{2}+\frac{1}{2} h^{2}\right)=0 \\
\text { i.e. } \quad \frac{\partial \boldsymbol{P}}{\partial t}+\frac{\partial \boldsymbol{Q}}{\partial x}=\mathbf{0}, \quad \text { where } \quad \boldsymbol{P}=\binom{h}{u}, \quad \boldsymbol{Q}=\binom{h u}{h u^{2}+\frac{1}{2} h^{2}}, \tag{219b}
\end{array}
$$

so the Rankine-Hugoniot condition is

$$
\left[\begin{array}{c}
h  \tag{220}\\
h u
\end{array}\right]_{-}^{+} \frac{\mathrm{d} x}{\mathrm{~d} t}=\left[\begin{array}{c}
h u \\
h u^{2}+\frac{1}{2} h^{2}
\end{array}\right]_{-}^{+} .
$$

If the speed of the shock is denoted by $v=\mathrm{d} x / \mathrm{d} t$, then this may be rearranged to give

$$
\begin{equation*}
[(u-v) h]_{-}^{+}=0, \quad\left[h(u-v)^{2}+\frac{1}{2} h^{2}\right]_{-}^{+}=0 \tag{221}
\end{equation*}
$$



Figure 18: Schematic of a bore (with $u_{+}=0$ ).
which represent conservation of mass and momentum respectively across the shock.
A shock solution of the shallow-water equations may be used to model a bore in a river, as depicted in Figure 18. Suppose the flux $q$ coming down the bore and the water height $h_{+}$ahead of the bore are given, and that the water is stationary ahead of the bore so that $u_{+}=0$. Then we have

$$
\begin{equation*}
u_{-} h_{-}=q, \quad\left(u_{-}-v\right) h_{-}=-v h_{+}, \quad h_{-}\left(u_{-}-v\right)^{2}+\frac{1}{2} h_{-}^{2}=h_{+} v^{2}+\frac{1}{2} h_{+}^{2}, \tag{222}
\end{equation*}
$$

which constitute three equations to determine $h_{-}, u_{-}$(the height and velocity behind the bore) and $v$ (the speed at which the bore propagates).

As for scalar PDEs, there may be many possible ways of writing a quasilinear system in conservation form. To obtain a sensible weak formulation of the problem, one should choose a form such that $\boldsymbol{P}$ and $\boldsymbol{Q}$ represent physical quantities that one expects to be conserved across the shock. Even following this principle, there may be several alternative formulations corresponding to different physical scenarios.

Example 34 The shallow-water equations may also be written in the alternative conservation form

$$
\begin{equation*}
\frac{\partial h}{\partial t}+\frac{\partial}{\partial x}(h u)=0, \quad \frac{\partial}{\partial t}\left(\frac{1}{2} h u^{2}+\frac{1}{2} h^{2}\right)+\frac{\partial}{\partial x}\left(\frac{1}{2} h u^{3}+u h^{2}\right)=0 \tag{223}
\end{equation*}
$$

in which the two equations represent conservation of mass and energy respectively. The corresponding Rankine-Hugoniot relations,

$$
\begin{equation*}
v=\frac{[u h]_{-}^{+}}{[h]_{-}^{+}}=\frac{\left[\frac{1}{2} h u^{3}+u h^{2}\right]_{-}^{+}}{\left[\frac{1}{2} h u^{2}+\frac{1}{2} h^{2}\right]_{-}^{+}}, \tag{224}
\end{equation*}
$$

give shock conditions that are quite different from (221). We have a choice of conserving either mass and momentum or mass and energy. In fact, two different kinds of bores are observed in practice: turbulent bores that conserve momentum but lose energy, and undular bores that conserve energy but not momentum.

## Causality

Once we have chosen a particular conservation form and, thus, a particular weak formulation, there is still the possibility of more than one solution existing if we allow shocks. As for scalar PDEs, there are some shock solutions that, although they satisfy the Rankine-Hugoniot


Figure 19: Schematics of the characteristics for two alternative shock solutions; the shock is shown as a heavy dashed line.
conditions, are unphysical and should be eliminated. There are several methods for doing this, of which we concentrate on causality: making sure that information propagates into a shock, rather than out of it.

An $n$-dimensional hyperbolic system has $n$ families of characteristics, so a shock intersects $2 n$ of them: $n$ from either side. If there are $k$ outgoing characteristics, then there are $(2 n-k)$ characteristics going in. We also have the $n$ Rankine-Hugoniot relations, giving a total of ( $3 n-k$ ) pieces of information on the shock. The unknowns are the $n$ components of $\boldsymbol{u}$, on either side of the shock, and the shock slope $\mathrm{d} y / \mathrm{d} x$, giving a total of $(2 n+1)$. For the number of equations to equal the number of unknowns, we require $(3 n-k)=(2 n+1)$, that is

$$
\begin{equation*}
k=(n-1) . \tag{225}
\end{equation*}
$$

This is the condition for a shock to be causal: there must be $(n-1)$ characteristics leaving the shock (and, therefore, $(n+1)$ going in).

For scalar equations, $n=1$ so there should be no characteristics leaving the shock, 2 going in, as imposed previously. For two-dimensional systems, $n=2$ so we need one family of characteristics going out of a shock and three going in. Schematics of the characteristics for two alternative shock solutions are shown in Figure 19. In diagram (a), three families of characteristics enter the shock and one leaves: this solution is causal. In diagram (b), only one family of characteristics propagates into the shock, so this solution is non-causal and should be discarded.

Example 35 Consider a shock solution of the shallow-water equations satisfying the momentumconserving Rankine-Hugoniot conditions (221). Recall that the characteristic velocities are given by $\mathrm{d} x / \mathrm{d} t=u \pm \sqrt{h}$. Assume the shock is moving in the positive $x$-direction. Then, for the solution to be causal, as shown in Figure 19, there should be one set of characteristics entering the shock from behind and two from the front. In other words, the shock should be moving faster than one of the characteristic speeds behind the shock and faster than both the characteristic speeds ahead of the shock.

Thus we obtain the following four inequalities

$$
\begin{equation*}
u_{-}+\sqrt{h_{-}}>v, \quad u_{-}-\sqrt{h_{-}}<v, \quad u_{+}+\sqrt{h_{+}}<v, \quad u_{+}-\sqrt{h_{+}}<v \tag{226}
\end{equation*}
$$

where, as before, $v$ is the speed of the shock. From these it follows that

$$
\begin{equation*}
\left(u_{-}-v\right)^{2}<h_{-} \quad \text { and } \quad\left(u_{+}-v\right)^{2}>h_{+} \tag{227}
\end{equation*}
$$

and the Rankine-Hugoniot condition (221) then leads to the condition

$$
\begin{equation*}
h_{+}<h_{-} . \tag{228}
\end{equation*}
$$

Thus the height behind a bore must be greater than that ahead; otherwise the bore is not causal and the discontinuity cannot be maintained. That all the inequalities in (226) follow from (228), may be verified from the identities

$$
\begin{equation*}
\left(u_{+}-v\right)^{2}=\frac{h_{-}\left(h_{+}+h_{-}\right)}{2 h_{+}}, \quad\left(u_{-}-v\right)^{2}=\frac{h_{+}\left(h_{+}+h_{-}\right)}{2 h_{-}} \tag{229}
\end{equation*}
$$

which follow from (221).

## 6 Second order semi-linear equations

### 6.1 Introduction

Now we consider second-order scalar equations of the form

$$
\begin{equation*}
a(x, y) \frac{\partial^{2} u}{\partial x^{2}}+2 b(x, y) \frac{\partial^{2} u}{\partial x \partial y}+c(x, y) \frac{\partial^{2} u}{\partial y^{2}}=f\left(x, y, u, \frac{\partial u}{\partial x}, \frac{\partial u}{\partial y}\right) \tag{230}
\end{equation*}
$$

This is called a semilinear equation because the coefficients $a, b$ and $c$ are independent of $u$ and its derivatives. Note that a second-order scalar equation like (230) may always be transformed into a first-order system by setting $p=\partial u / \partial x, q=\partial u / \partial y$. Where one of the independent variables is clearly supposed to represent time, we will also write (230) in the form

$$
\begin{equation*}
a(x, t) \frac{\partial^{2} u}{\partial t^{2}}+2 b(x, t) \frac{\partial^{2} u}{\partial x \partial t}+c(x, t) \frac{\partial^{2} u}{\partial x^{2}}=f\left(x, t, u, \frac{\partial u}{\partial x}, \frac{\partial u}{\partial t}\right) \tag{231}
\end{equation*}
$$

We will concentrate on three canonical examples of particular importance, namely the wave equation

$$
\begin{equation*}
\frac{\partial^{2} u}{\partial t^{2}}-\frac{\partial^{2} u}{\partial x^{2}}=0 \tag{232a}
\end{equation*}
$$

the heat equation

$$
\begin{equation*}
\frac{\partial u}{\partial t}-\frac{\partial^{2} u}{\partial x^{2}}=0 \tag{232b}
\end{equation*}
$$

and Laplace's equation

$$
\begin{equation*}
\frac{\partial^{2} u}{\partial x^{2}}+\frac{\partial^{2} u}{\partial y^{2}}=0 \tag{232c}
\end{equation*}
$$

### 6.2 Cauchy data

Cauchy data for the general second-order quiasi-linear PDE (230) is to specify $u$ and its normal derivative on some curve $\Gamma$ in the $(x, y)$ plane, i.e.

$$
\begin{equation*}
x=x_{0}(s), \quad y=y_{0}(s), \quad u=u_{0}(s), \quad \frac{\partial u}{\partial n}=v_{0}(s) \tag{233}
\end{equation*}
$$

where $s$ parametrises $\Gamma$. This is equivalent to specifying $u$ and both its first derivatives on $\Gamma$, since

$$
\begin{equation*}
\frac{\mathrm{d} u_{0}}{\mathrm{~d} s}=\frac{\partial u}{\partial x} \frac{\mathrm{~d} x_{0}}{\mathrm{~d} s}+\frac{\partial u}{\partial y} \frac{\mathrm{~d} y_{0}}{\mathrm{~d} s} \tag{234}
\end{equation*}
$$

and

$$
\begin{equation*}
v_{0}(s)=\frac{\partial u}{\partial n}=\left(\frac{\partial u}{\partial x} \frac{\mathrm{~d} y_{0}}{\mathrm{~d} s}-\frac{\partial u}{\partial y} \frac{\mathrm{~d} x_{0}}{\mathrm{~d} s}\right)\left\{\left(\frac{\mathrm{d} x_{0}}{\mathrm{~d} s}\right)^{2}+\left(\frac{\mathrm{d} y_{0}}{\mathrm{~d} s}\right)^{2}\right\}^{-1 / 2} \tag{235}
\end{equation*}
$$

may be solved simultaneously for $\partial u / \partial x$ and $\partial u / \partial y$. We may therefore replace (233) with

$$
\begin{equation*}
x=x_{0}(s), \quad y=y_{0}(s), \quad u=u_{0}(s), \quad \frac{\partial u}{\partial x}=p_{0}(s), \quad \frac{\partial u}{\partial y}=q_{0}(s) \tag{236}
\end{equation*}
$$

A necessary condition for the solution $u(x, y)$ to be uniquely defined in a neighbourhood of $\Gamma$ is for the second derivatives of $u$ to be determined on $\Gamma$. Now, if we differentiate the initial data along $\Gamma$ and use the chain rule, we obtain

$$
\begin{equation*}
\frac{\mathrm{d} p_{0}}{\mathrm{~d} s}=\frac{\mathrm{d} x_{0}}{\mathrm{~d} s} \frac{\partial^{2} u}{\partial x^{2}}+\frac{\mathrm{d} y_{0}}{\mathrm{~d} s} \frac{\partial^{2} u}{\partial x \partial y}, \quad \frac{\mathrm{~d} q_{0}}{\mathrm{~d} s}=\frac{\mathrm{d} x_{0}}{\mathrm{~d} s} \frac{\partial^{2} u}{\partial x \partial y}+\frac{\mathrm{d} y_{0}}{\mathrm{~d} s} \frac{\partial^{2} u}{\partial y^{2}} \tag{237}
\end{equation*}
$$

Along with the $\operatorname{PDE}$ (230), this gives us a system of three equations for the three second partial derivatives of $u$, and the determinant of this system is

$$
\left|\begin{array}{ccc}
a & 2 b & c  \tag{238}\\
\frac{\mathrm{~d} x_{0}}{\mathrm{~d} s} & \frac{\mathrm{~d} y_{0}}{\mathrm{~d} s} & 0 \\
0 & \frac{\mathrm{~d} x_{0}}{\mathrm{~d} s} & \frac{\mathrm{~d} y_{0}}{\mathrm{~d} s}
\end{array}\right|=a\left(\frac{\mathrm{~d} y_{0}}{\mathrm{~d} s}\right)^{2}-2 b \frac{\mathrm{~d} x_{0}}{\mathrm{~d} s} \frac{\mathrm{~d} y_{0}}{\mathrm{~d} s}+c\left(\frac{\mathrm{~d} x_{0}}{\mathrm{~d} s}\right)^{2}
$$

A necessary condition for the Cauchy data (236) to determine $u$ locally is, therefore,

$$
\begin{equation*}
a\left(\frac{\mathrm{~d} y_{0}}{\mathrm{~d} s}\right)^{2}-2 b \frac{\mathrm{~d} x_{0}}{\mathrm{~d} s} \frac{\mathrm{~d} y_{0}}{\mathrm{~d} s}+c\left(\frac{\mathrm{~d} x_{0}}{\mathrm{~d} s}\right)^{2} \neq 0 \tag{239}
\end{equation*}
$$

### 6.3 Characteristics

## Definition

As for first-order equations, we define characteristics to be curves in the $(x, y)$ plane on which Cauchy data do not determine a unique solution. If such a curve is parametrised by $x=x(\tau)$, $y=y(\tau)$ then, from (239), we have

$$
\begin{equation*}
a\left(\frac{\mathrm{~d} y}{\mathrm{~d} \tau}\right)^{2}-2 b \frac{\mathrm{~d} x}{\mathrm{~d} \tau} \frac{\mathrm{~d} y}{\mathrm{~d} \tau}+c\left(\frac{\mathrm{~d} x}{\mathrm{~d} \tau}\right)^{2}=0 \tag{240}
\end{equation*}
$$

so the slopes of the characteristics satisfy

$$
\begin{equation*}
\frac{\mathrm{d} y}{\mathrm{~d} x}=\lambda \quad \text { where } \quad a \lambda^{2}-2 b \lambda+c=0 \tag{241}
\end{equation*}
$$

Characteristics may also be defined as curves across which the second derivatives of $u$ may be discontinuous, with lower derivatives continuous. It is left as an exercise to show that this alternative definition leads to the same equation (241) for the characteristic slopes.

## Classification

The PDE (230) is classified according to the number of distinct real characteristics it possesses, and this is determined by the sign of the discriminant $b^{2}-a c$.

1. $b^{2}>a c$ implies that there are two distinct real characteristics and the PDE is hyperbolic.
2. $\frac{b^{2}<a c}{\text { elliptic. }}$ implies that there are two complex conjugate characteristics and the PDE is
3. $b^{2}=a c$ implies that there is one repeated real characteristics and the PDE is parabolic.

Since $a, b$ and $c$ are functions of $x$ and $y$, the PDE may change type (i.e. hyperbolic, parabolic or elliptic) from one region to another. However, the type of a PDE at any given position is invariant under coordinate transformations.

Example 36 Suppose we transform to new coordinates $(X, Y)$, which are given as functions of $x$ and $y$. Then the PDE (230) is transformed to

$$
\begin{equation*}
A \frac{\partial^{2} u}{\partial X^{2}}+2 B \frac{\partial^{2} u}{\partial X \partial Y}+C \frac{\partial^{2} u}{\partial Y^{2}}=F \tag{242}
\end{equation*}
$$

where

$$
\begin{align*}
A & =a\left(\frac{\partial X}{\partial x}\right)^{2}+2 b \frac{\partial X}{\partial x} \frac{\partial X}{\partial y}+c\left(\frac{\partial X}{\partial y}\right)^{2}  \tag{243a}\\
B & =a \frac{\partial X}{\partial x} \frac{\partial Y}{\partial x}+b\left(\frac{\partial X}{\partial x} \frac{\partial Y}{\partial y}+\frac{\partial X}{\partial y} \frac{\partial Y}{\partial x}\right)+c \frac{\partial X}{\partial y} \frac{\partial Y}{\partial y}  \tag{243b}\\
C & =a\left(\frac{\partial Y}{\partial x}\right)^{2}+2 b \frac{\partial Y}{\partial x} \frac{\partial Y}{\partial y}+c\left(\frac{\partial Y}{\partial y}\right)^{2} \tag{243c}
\end{align*}
$$

It follows that

$$
\begin{equation*}
B^{2}-A C=\left(b^{2}-a c\right)\left(\frac{\partial X}{\partial x} \frac{\partial Y}{\partial y}-\frac{\partial X}{\partial y} \frac{\partial Y}{\partial x}\right)^{2} \tag{244}
\end{equation*}
$$

so that the sign of the discriminant is invariant.

### 6.4 Canonical forms

## Hyperbolic equations

For hyperbolic PDEs, the quadratic equation (241) has two real distinct roots, say $\lambda_{1}(x, y)$ and $\lambda_{2}(x, y)$. Now suppose the differential equations $\mathrm{d} y / \mathrm{d} x=\lambda_{i}$ have first integrals given by

$$
\begin{array}{ll}
\frac{\mathrm{d} y}{\mathrm{~d} x}=\lambda_{1}(x, y) & \Rightarrow \xi(x, y)=\mathrm{const} \\
\frac{\mathrm{~d} y}{\mathrm{~d} x}=\lambda_{2}(x, y) & \Rightarrow \quad \eta(x, y)=\mathrm{const} \tag{245b}
\end{array}
$$

Now we change variables from $(x, y)$ to $(\xi, \eta)$, using the chain rules

$$
\begin{equation*}
\frac{\partial u}{\partial x}=\frac{\partial \xi}{\partial x} \frac{\partial u}{\partial \xi}+\frac{\partial \eta}{\partial x} \frac{\partial u}{\partial \eta} \tag{246}
\end{equation*}
$$

and so forth. The $\operatorname{PDE}$ (230) is clearly transformed to an equation with an analogous form, that is,

$$
\begin{equation*}
\alpha(\xi, \eta) \frac{\partial^{2} u}{\partial \xi^{2}}+\beta(\xi, \eta) \frac{\partial^{2} u}{\partial \xi \partial \eta}+\gamma(\xi, \eta) \frac{\partial^{2} u}{\partial \eta^{2}}=\phi\left(\xi, \eta, u, \frac{\partial u}{\partial \xi}, \frac{\partial u}{\partial \eta}\right) \tag{247}
\end{equation*}
$$

We know that the characteristics are given by $\xi=$ const and $\eta=$ const, so the roots of the quadratic form

$$
\begin{equation*}
\alpha\left(\frac{\mathrm{d} \eta}{\mathrm{~d} \tau}\right)^{2}-2 \beta \frac{\mathrm{~d} \eta}{\mathrm{~d} \tau} \frac{\mathrm{~d} \xi}{\mathrm{~d} \tau}+\gamma\left(\frac{\mathrm{d} \xi}{\mathrm{~d} \tau}\right)^{2}=0 \tag{248}
\end{equation*}
$$

must be $\mathrm{d} \xi / \mathrm{d} \tau=0$ and $\mathrm{d} \eta / \mathrm{d} \tau=0$. It follows that $\alpha=\gamma=0$, so that (247) takes the form

$$
\begin{equation*}
\frac{\partial^{2} u}{\partial \xi \partial \eta}=\phi\left(\xi, \eta, u, \frac{\partial u}{\partial \xi}, \frac{\partial u}{\partial \eta}\right) \tag{249}
\end{equation*}
$$

This is the so-called canonical form for second-order hyperbolic PDEs.
Example 37 For the PDE

$$
\begin{equation*}
\frac{\partial^{2} u}{\partial x^{2}}-\frac{\partial^{2} u}{\partial y^{2}}=f(x, y) \tag{250}
\end{equation*}
$$

the characteristics are given by

$$
\begin{equation*}
\left(\frac{\mathrm{d} y}{\mathrm{~d} x}\right)^{2}-1=0 \quad \Rightarrow \quad y \pm x=\text { const. } \tag{251}
\end{equation*}
$$

So we set $\xi=x-y, \eta=x+y$ and, by changing variables, obtain

$$
\begin{equation*}
\frac{\partial^{2} u}{\partial \xi \partial \eta}=\frac{1}{4} f\left(\frac{\xi+\eta}{2}, \frac{\eta-\xi}{2}\right)=\phi(\xi, \eta), \text { say. } \tag{252}
\end{equation*}
$$

This may now be integrated directly to give the so-called D'Alembert solution

$$
\begin{equation*}
u=\iint \phi(\xi, \eta) \mathrm{d} \xi \mathrm{~d} \eta+h_{1}(\xi)+h_{2}(\eta) \tag{253}
\end{equation*}
$$

## Elliptic equations

For elliptic equations, the roots of the characteristic equation (241) are complex conjugates, say

$$
\begin{equation*}
\frac{\mathrm{d} y}{\mathrm{~d} x}=\lambda_{R}(x, y) \pm \mathrm{i} \lambda_{I}(x, y) \tag{254}
\end{equation*}
$$

Suppose that the integrals of these ODEs can be written in the form

$$
\begin{equation*}
\xi(x, y) \pm \mathrm{i} \eta(x, y)=\mathrm{const} \tag{255}
\end{equation*}
$$

for some functions $\xi$ and $\eta$. Then we use $\xi$ and $\eta$ as new variables. Again, the transformed equation must be of the form (247) but, this time, the roots of

$$
\begin{equation*}
\alpha\left(\frac{\mathrm{d} \eta}{\mathrm{~d} \tau}\right)^{2}-2 \beta \frac{\mathrm{~d} \eta}{\mathrm{~d} \tau} \frac{\mathrm{~d} \xi}{\mathrm{~d} \tau}+\gamma\left(\frac{\mathrm{d} \xi}{\mathrm{~d} \tau}\right)^{2}=0 \tag{256}
\end{equation*}
$$

are $\mathrm{d} \xi / \mathrm{d} \tau \pm \mathrm{id} \eta / \mathrm{d} \tau=0$, which implies that $\beta=0, \gamma=\alpha$. The canonical form for elliptic PDEs is, therefore,

$$
\begin{equation*}
\frac{\partial^{2} u}{\partial \xi^{2}}+\frac{\partial^{2} u}{\partial \eta^{2}}=\phi\left(\xi, \eta, u, \frac{\partial u}{\partial \xi}, \frac{\partial u}{\partial \eta}\right) \tag{257}
\end{equation*}
$$

Example 38 For the $P D E$

$$
\begin{equation*}
y^{2} \frac{\partial^{2} u}{\partial x^{2}}+2 x y \frac{\partial^{2} u}{\partial x \partial y}+2 x^{2} \frac{\partial^{2} u}{\partial y^{2}}=0 \tag{258}
\end{equation*}
$$

the characteristics satisfy

$$
\begin{equation*}
\frac{\mathrm{d} y}{\mathrm{~d} x}=(1 \pm \mathrm{i}) \frac{x}{y} \quad \Rightarrow \quad(1 \pm \mathrm{i}) x^{2}-y^{2}=\text { const. } \tag{259}
\end{equation*}
$$

If we choose $\xi=x^{2}, \eta=x^{2}-y^{2}$, then the equation transforms to

$$
\begin{equation*}
\frac{\partial^{2} u}{\partial \xi^{2}}+\frac{\partial^{2} u}{\partial \eta^{2}}=-\frac{1}{2 \xi} \frac{\partial u}{\partial \xi}+\left(\frac{\xi+\eta}{2 \xi(\xi-\eta)}\right) \frac{\partial u}{\partial \eta} . \tag{260}
\end{equation*}
$$

## Parabolic equations

For parabolic PDEs, there is one repeated characteristic slope

$$
\begin{equation*}
\frac{\mathrm{d} y}{\mathrm{~d} x}=\frac{b}{a} \tag{261}
\end{equation*}
$$

which we suppose has the solution $\eta(x, y)=$ const. Then any convenient linearly independent function $\xi(x, y)$ may be chosen, and the $\operatorname{PDE}(230)$ transforms to the canonical form

$$
\begin{equation*}
\frac{\partial^{2} u}{\partial \xi^{2}}=\phi\left(\xi, \eta, u, \frac{\partial u}{\partial \xi}, \frac{\partial u}{\partial \eta}\right) \tag{262}
\end{equation*}
$$

## 7 Semi-linear hyperbolic equations

### 7.1 Non-Cauchy data

As stated in Section 5, Cauchy data for second-order equations specifies both $u$ and its normal derivative on a plane curve $\Gamma$. In general, however, there may be boundaries on which it is appropriate to prescribe just one BC or even none.

Example 39 Consider a string of length $L$ and density (i.e. mass per unit length) $\rho$, stretched to $a$ tension $T$ between the points $x=0$ and $x=L$. It may be shown that small transverse displacements $u(x, t)$ satisfy the wave equation

$$
\begin{equation*}
\frac{\partial^{2} u}{\partial t^{2}}=c^{2} \frac{\partial^{2} u}{\partial x^{2}} \tag{263}
\end{equation*}
$$

where $t$ is time and $c^{2}=T / \rho$. Suppose we wish to determine $u(x, t)$ in the region $0 \leq x \leq L$, $0 \leq t \leq T$. To do so, we need to specify the initial displacement $u(x, 0)=u_{0}(x)$ and the initial velocity $\partial u / \partial t(x, 0)=v_{0}(x)$; these correspond to Cauchy data on the initial curve $t=0,0 \leq x \leq L$. On the boundary curves $x=0$ and $x=L$, we give just one boundary condition, namely that the displacement is zero: $u(0, t)=u(L, t)=0$. Finally, on the boundary $t=T$ we give no boundary conditions at all.

Example 39 illustrates that, in general, the number of BCs needed on any boundary is equal to the number of characteristic families travelling out of that boundary. Where two sets of characteristics travel out, a boundary is called space-like, and two conditions must be given. On a time-like boundary, with one characteristic family travelling in and one travelling out, just one condition must be given. Finally, no conditions may be given on a boundary where all the characteristics travel in.

### 7.2 Weak solutions

Weak solutions may be defined in a manner analogous to that used to define first-order PDEs. Notice that, unlike quasilinear equations, the semilinear equations considered here do not spontaneously form shocks. Consequently a discontinuous solution will only arise if discontinuous initial data are specified. Furthermore, for semilinear equations, all discontinuities propagate along characteristics.

### 7.3 Riemann's method

Riemann's method is a way of solving linear hyperbolic equations that are stated in (i.e. have been transformed into) canonical form

$$
\begin{equation*}
\mathcal{L}[u]=\frac{\partial^{2} u}{\partial x \partial y}+a(x, y) \frac{\partial u}{\partial x}+b(x, y) \frac{\partial u}{\partial y}+c(x, y) u=f(x, y) \tag{264}
\end{equation*}
$$

Suppose Cauchy data are given on a curve $\Gamma$ in the $(x, y)$ plane, so that $u, \partial u / \partial x$ and $\partial u / \partial y$ are all known on $\Gamma$. The condition (239) for these data to determine the solution locally translates into the restriction that $\Gamma$ must be nowehere parallel to either the $x$ - or $y$-axis.

We define the adjoint of the differential operator $\mathcal{L}$ in (264) by

$$
\begin{equation*}
\mathcal{L}^{\star}[v]=\frac{\partial^{2} v}{\partial x \partial y}-\frac{\partial}{\partial x}(a v)-\frac{\partial}{\partial y}(b v)+c v \tag{265}
\end{equation*}
$$



Figure 20: The integration region $D$ for Riemann's method.

The point of this definition is to make $v \mathcal{L}[u]-u \mathcal{L}^{\star}[v]$ be the divergence of something. The general procedure for constructing the adjoint of a differential operator is $(i)$ put all coefficients inside the derivatives; (ii) switch the signs of all odd-order derivatives. By combining (264) and (265), it is readily shown that

$$
\begin{equation*}
v \mathcal{L}[u]-u \mathcal{L}^{\star}[v]=\frac{\partial}{\partial x}\left(v \frac{\partial u}{\partial y}+a u v\right)+\frac{\partial}{\partial y}\left(-u \frac{\partial v}{\partial x}+b u v\right) . \tag{266}
\end{equation*}
$$

Now we integrate over the region illustrated in Figure 20, namely the region bounded by $\Gamma$ and the lines $x=\xi$ and $y=\eta$, where $\xi$ and $\eta$ are constants. The intersection between $y=\eta$ and $\Gamma$ is labelled $A$, the point where $x=\xi$ intersects $\Gamma$ is labelled $B$, and the point $(\xi, \eta)$ is labelled $P$. By using (266) and Green's theorem, we obtain

$$
\begin{equation*}
\iint_{D}\left\{R \mathcal{L}[u]-u \mathcal{L}^{\star}[R]\right\} \mathrm{d} x \mathrm{~d} y=\oint_{\partial D}\left\{R\left(\frac{\partial u}{\partial y}+a u\right) \mathrm{d} y+u\left(\frac{\partial R}{\partial x}-b R\right) \mathrm{d} x\right\}, \tag{267}
\end{equation*}
$$

where $R$ is called the Riemann function. The idea is to choose the properties of $R$ to simplify (267) as much as possible.

On the left-hand side of (267), we use the fact that $\mathcal{L}[u]=f$ and choose $R$ to satisfy $\mathcal{L}^{\star}[R]=0$. On the right-hand side, we note that $\mathrm{d} y=0$ on $A P$ and that $\mathrm{d} x=0$ on $P B$. The latter integral along $P B$ we integrate by parts:

$$
\begin{aligned}
\iint_{D} R f \mathrm{~d} x \mathrm{~d} y= & \int_{P}^{A} u\left(\frac{\partial R}{\partial x}-b R\right) \mathrm{d} x+\int_{B}^{P} u\left(a R-\frac{\partial R}{\partial y}\right) \mathrm{d} y+[R u]_{B}^{P} \\
& +\int_{A}^{B}\left\{R\left(\frac{\partial u}{\partial y}+a u\right) \mathrm{d} y+u\left(\frac{\partial R}{\partial x}-b R\right) \mathrm{d} x\right\} .
\end{aligned}
$$

Now we suppose that $\partial R / \partial x=b R$ on $A P$ and that $\partial R / \partial y=a R$ on $B P$, to eliminate the


Figure 21: Schematic showing the behaviour of the Riemann function.
first two integrals. If we also choose $R=1$ at the point $P$, we end up with

$$
\begin{equation*}
u(\xi, \eta)=\iint_{D} R f \mathrm{~d} x \mathrm{~d} y+R(B) u(B)-\int_{A}^{B}\left\{R\left(\frac{\partial u}{\partial y}+a u\right) \mathrm{d} y+u\left(\frac{\partial R}{\partial x}-b R\right) \mathrm{d} x\right\} . \tag{268}
\end{equation*}
$$

This gives us the solution at any arbitrary point $(\xi, \eta)$ in terms of $f, u$ and its derivatives on $\Gamma$ (i.e. the Cauchy data), and the Riemann function $R$, so if we can find $R$ then the problem is solved in principle.

To summarise, the properties we require of $R$ are

$$
\left.\begin{array}{rlrl}
\mathcal{L}^{\star}[R]=\frac{\partial^{2} R}{\partial x \partial y}-\frac{\partial}{\partial x}(a R)-\frac{\partial}{\partial y}(b R)+c R & =0, & & x<\xi, y<\eta \\
\frac{\partial R}{\partial x} & =b R & y & =\eta,  \tag{269}\\
\frac{\partial R}{\partial y} & =a R & x & =\xi, \\
R & =1 & (x, y)=(\xi, \eta) .
\end{array}\right\}
$$

It may be shown that the problem (269) determines $R(x, y ; \xi, \eta)$ uniquely. Notice that $R$ is independent of the function $f$ and the boundary data applied to $u$ : it depends only on the orginal differential operator $\mathcal{L}$. Thus, it may be found "once and for all" and then applied to any boundary data and any right-hand side $f$. However, finding $R$ explicitly is very difficult except in simple special cases. It is generally most useful for theoretical purposes, for example proving that $u$ depends continuously on its initial data.

Finally, we note an alternative definition of $R$ in terms of generalised functions. Suppose we form a domain $S$, in which the solution is to be found, between $\Gamma$ and a second curve $\gamma$. Now we solve the problem

$$
\left.\begin{array}{rlrl}
\mathcal{L}^{\star}[R] & =\delta(x-\xi) \delta(y-\eta) & & \text { in } S,  \tag{270}\\
R & =\frac{\partial R}{\partial n}=0 & & \text { on } \gamma,
\end{array}\right\}
$$

for $R$ backwards, starting from $\gamma$, where $\delta$ is the Dirac delta function. As illustrated in Figure 21, since $R$ and its first derivatives are zero on $\gamma, R$ is identically zero outside the region $D$ considered previously. Across the lines $x=\xi$ and $y=\eta$, discontinuities in $R$ balance the singularity on the right-hand side of (270); in particular,

$$
\begin{equation*}
R \sim \mathrm{H}(\xi-x) \mathrm{H}(\eta-y) \quad \text { as } \quad(x, y) \rightarrow(\xi, \eta) \tag{271}
\end{equation*}
$$

where H is the Heaviside function. It is readily verified that (270) implies that $R$ satisfies the properties listed in (269).

Example 40 The inhomogeneous wave equation in canonical form is

$$
\begin{equation*}
\mathcal{L}[u]=\frac{\partial^{2} u}{\partial x \partial y}=f(x, y) \tag{272}
\end{equation*}
$$

Here, the problem satisfied by $R$ is

$$
\left.\begin{array}{rlrl}
\mathcal{L}^{\star}[R]=\frac{\partial^{2} R}{\partial x \partial y} & =0, & x<\xi, y<\eta \\
\frac{\partial R}{\partial x} & =0 & y & =\eta  \tag{273}\\
\frac{\partial R}{\partial y} & =0 & x & =\xi \\
R & =1 & & (x, y)=(\xi, \eta) .
\end{array}\right\}
$$

Notice that $R$ is constant and, therefore, equal to 1 on $x=\xi$ and on $y=\eta$. It follows that the Riemann function is simply given by $R \equiv 1$ in $x<\xi, y<\eta$ (or $R=\mathrm{H}(\xi-x) \mathrm{H}(\eta-y)$ ). Thus the solution is

$$
\begin{equation*}
u=\iint_{D} f \mathrm{~d} x \mathrm{~d} y+u(B)-\int_{A}^{B} \frac{\partial u}{\partial y} \mathrm{~d} y \tag{274}
\end{equation*}
$$

which is equivalent to the D'Alembert solution found in Example 37.

## 8 Semi-linear elliptic equations

### 8.1 Well-posed boundary data

The canonical form for second-order elliptic PDEs is

$$
\begin{equation*}
\frac{\partial^{2} u}{\partial x^{2}}+\frac{\partial^{2} u}{\partial y^{2}}=f\left(x, y, u, \frac{\partial u}{\partial x}, \frac{\partial u}{\partial y}\right) \tag{275}
\end{equation*}
$$

The operator on the left-hand side is referred to as the Laplacian, for which the symbols $\nabla^{2} u$ or $\triangle u$ are often used as shorthand.

Recall the Cauchy-Kowalevski theorem, which states that a unique solution to (275) exists in a neighbourhood of an initial curve $\Gamma$ if $u, \partial u / \partial x$ and $\partial u / \partial y$ are specified analytic functions on $\Gamma$ and satisfy the condition (239). However, the Cauchy problem is ill posed for elliptic equations. This manifests itself in several ways, including the following.

- Small changes in the initial data may lead to arbitrarily large changes in the solution. This makes it impossible to compute meaningful solutions numerically.
- Although a unique solution exists in a neighbourhood of $\Gamma$, that neighbourhood may be arbitrarily small, in that a singularity may form arbitrarily close to $\Gamma$.

It transpires that appropriate boundary data for (275) is to give just one boundary condition on $u$ everywhere on a closed curve. We show below that this does indeed give a unique solution for Poisson's equation, a special case of (275). This should be constrasted with the situation for hyperbolic equations where, as illustrated in Figure ??, either 0, 1 or 2 boundary conditions are given at each point on a closed curve, depending on the number of inward-travelling characteristics.

### 8.2 Uniqueness theorems for Poisson's equation

Poisson's equation is a special case of (275), in which the right-hand side $f$ depends only on $x$ and $y$. Consider the so-called Dirichlet problem, namely Poisson's equation for $u(x, y)$ in some domain $D$, with $u$ given on the boundary of $D$ :

$$
\left.\begin{array}{rlrl}
\nabla^{2} u=\frac{\partial^{2} u}{\partial x^{2}}+\frac{\partial^{2} u}{\partial y^{2}} & =f(x, y) & & (x, y) \in D  \tag{276}\\
u & =g(x, y) & (x, y) \in \partial D .
\end{array}\right\}
$$

We will now show that, if a solution of (276) exists, then it is unique.
Suppose there exist that two solutions $u_{1}$ and $u_{2}$ of (276). If $\phi=u_{1}-u_{2}$, then $\phi$ satisfies the homogeneous Dirichlet problem

$$
\left.\begin{array}{rl}
\nabla^{2} \phi=0 & (x, y) \in D  \tag{277}\\
\phi=0 & (x, y) \in \partial D
\end{array}\right\}
$$

Now consider the Dirichlet integral

$$
\begin{equation*}
\iint_{D} \boldsymbol{\nabla} \cdot(\phi \boldsymbol{\nabla} \phi) \mathrm{d} x \mathrm{~d} y=\iint_{D}\left\{\frac{\partial}{\partial x}\left(\phi \frac{\partial \phi}{\partial x}\right)+\frac{\partial}{\partial y}\left(\phi \frac{\partial \phi}{\partial y}\right)\right\} \mathrm{d} x \mathrm{~d} y \tag{278}
\end{equation*}
$$

This may be written in two ways ( $i$ ) by expanding out the derivatives on the left-hand side, (ii) by using Green's theorem:

$$
\begin{equation*}
\iint_{D}\left\{\phi \nabla^{2} \phi+|\nabla \phi|^{2}\right\} \mathrm{d} x \mathrm{~d} y=\oint_{\partial D} \phi \frac{\partial \phi}{\partial n} \mathrm{~d} s \tag{279}
\end{equation*}
$$

where $n$ and $s$ refer to the outward-pointing normal and arclength respectively on $\partial D$. Now we simplify by using the properties (277) of $\phi$ :

$$
\begin{equation*}
\iint_{D}|\nabla \phi|^{2} \mathrm{~d} x \mathrm{~d} y=0 \tag{280}
\end{equation*}
$$

Since the integrand is non-negative (and assumed to be continuous), it must be identically zero in $D$. It follows that $\phi$ is constant in $D$ where, since $\phi=0$ on $\partial D$, that constant must be zero. Hence $u_{1} \equiv u_{2}$, so the solution to (276), if it exists, is unique.

Next consider the Neumann problem, in which the normal derivative of $u$, rather than $u$ itself, is specified on $\partial D$ :

$$
\left.\begin{array}{rlrl}
\nabla^{2} u & =f(x, y) & & (x, y) \in D  \tag{281}\\
\frac{\partial u}{\partial n} & =g(x, y) & & (x, y) \in \partial D
\end{array}\right\}
$$

By Green's theorem,

$$
\begin{equation*}
\iint_{D} \nabla^{2} u \mathrm{~d} x \mathrm{~d} y=\oint_{\partial D} \frac{\partial u}{\partial n} \mathrm{~d} s \quad \Rightarrow \quad \iint_{D} f \mathrm{~d} x \mathrm{~d} y=\oint g \mathrm{~d} s . \tag{282}
\end{equation*}
$$

This is the solvability condition for (281); if (282) is not satisfied, then (281) has no solution.
Now suppose that (281) is satisfied and let $u_{1}$ and $u_{2}$ be two solutions of (281). Then $\phi=u_{1}-u_{2}$ satisfies the homogeneous Neumann problem

$$
\left.\begin{array}{rlrl}
\nabla^{2} \phi & =0 & & (x, y) \in D  \tag{283}\\
\frac{\partial \phi}{\partial n} & =0 & & (x, y) \in \partial D,
\end{array}\right\}
$$

and it is straightforward to show (using the same approach as for the Dirichlet problem) that $\phi$ must therefore be constant. Thus, if the solvability condition (282) is satisfied, then the solution to (281), if it exists, is unique up to the addition of an arbitrary constant.

This behaviour of the solutions of the Neumann problem is an instance of the Fredholm alternative. The homogeneous problem (283) has the nontrivial solution $\phi=$ const. Thus there is no solution to the inhomogeneous version (281) unless an orthogonality condition (282) is satisfied. If so, then the solution to (281) is nonunique since an arbitrary multiple of the homogeneous solution may be added.

### 8.3 Maximum principle

Suppose $u$ satisfies Poisson's equation in a bounded domain $D$,

$$
\begin{equation*}
\nabla^{2} u=f(x, y) \quad \text { in } D, \tag{284}
\end{equation*}
$$

where $f \geq 0$ in $D .{ }^{3}$ Then $u$ attains its maximum value on $\partial D$.

[^2]This was proven in the Part A DE's course. I include the proof here for completeness, but it is non-examinable.

The proof proceeds in two parts. First suppose that $f$ is strictly positive in $D$. If $u$ has an interior maximum at some point $\left(x_{0}, y_{0}\right)$ inside $D$, then the following conditions must be satisfied at $\left(x_{0}, y_{0}\right)$ :

$$
\begin{equation*}
\frac{\partial u}{\partial x}=\frac{\partial u}{\partial y}=0, \quad\left(\frac{\partial^{2} u}{\partial x^{2}}\right)\left(\frac{\partial^{2} u}{\partial y^{2}}\right) \geq\left(\frac{\partial^{2} u}{\partial x \partial y}\right)^{2} \quad \frac{\partial^{2} u}{\partial x^{2}}, \frac{\partial^{2} u}{\partial y^{2}} \leq 0 \tag{285}
\end{equation*}
$$

But, if $f$ is strictly positive, (284) implies that it is impossible for both $\partial^{2} u / \partial x^{2}$ and $\partial^{2} u / \partial y^{2}$ to be $\leq 0$. Hence $u$ cannot have an interior maximum within $D$, so it must attain its maximum value on $\partial D$.

This completes the proof for the case where $f>0$ in $D$. Now suppose that we only have $f \geq 0$ in $D$, and consider the function

$$
\begin{equation*}
v(x, y)=u(x, y)+\frac{\epsilon}{4}\left(x^{2}+y^{2}\right) \tag{286}
\end{equation*}
$$

where $\epsilon$ is a positive constant. Then

$$
\begin{equation*}
\nabla^{2} v=f+\epsilon>0 \quad \text { in } D \tag{287}
\end{equation*}
$$

so, using the result just proved, $v$ attains its maximum value on $\partial D$. Now, if the maximum value of $u$ on $\partial D$ is $M$ and the maximum value of $\left(x^{2}+y^{2}\right)$ on $\partial D$ is $R^{2}$, then the maximum value of $v$ on $\partial D$ (and thus throughout $D$ ) is $M+(\epsilon / 4) R^{2}$. In other words, the inequality

$$
\begin{equation*}
u+\frac{\epsilon}{4}\left(x^{2}+y^{2}\right)=v \leq M+\frac{\epsilon}{4} R^{2} \tag{288}
\end{equation*}
$$

holds for all $(x, y) \in D$. Letting $\epsilon \rightarrow 0$, we see that $u \leq M$ throughout $D$, i.e. that $u$ attains its maximum value on $\partial D$.

It clearly follows (by using the above result with $u$ replaced by $-u$ ) that, if $f \leq 0$ in $D$, then $u$ attains its minimum value on $\partial D$. In the case $f=0, u$ therefore attains both its maximum and minimum values on $\partial V$. This is an important property of Laplace's equation $\nabla^{2} u=0$ : in any closed region $D, u$ is bounded between its maximum and minimum values on $\partial D$. It may also be used to prove uniqueness of solutions of Poisson's equation. In the homogeneous Dirichlet problem (277), $\phi$ must take its maximum and minimum values on $\partial D$. But $\phi=0$ on $\partial D$ and must, therefore, be identically zero.

### 8.4 Green's functions

Green's functions play the same role for linear elliptic PDEs that Riemann functions play for hyperbolic PDEs. Consider the Dirichlet problem

$$
\left.\begin{array}{rlrl}
\nabla^{2} u & =f(x, y) & & (x, y) \in D  \tag{289}\\
u & =g(x, y) & & (x, y) \in \partial D
\end{array}\right\}
$$

Notice that the Laplacian is a self-adjoint operator, so we consider the integral

$$
\begin{align*}
\iint_{S}\left\{u \nabla^{2} G-G \nabla^{2} u\right\} \mathrm{d} x \mathrm{~d} y & =\iint_{S} \nabla \cdot\{u \nabla G-G \nabla u\} \mathrm{d} x \mathrm{~d} y \\
& =\oint_{\partial S}\left(u \frac{\partial G}{\partial n}-G \frac{\partial u}{\partial n}\right) \mathrm{d} s \tag{290}
\end{align*}
$$

where $n$ and $s$ refer to the outward-pointing normal and arclength on $\partial D$, and $G$ is the Green's function. If we choose $G$ to satisfy

$$
\left.\begin{array}{rlrl}
\nabla^{2} G & =\delta(x-\xi) \delta(y-\eta) & & \text { in } D  \tag{291}\\
G & =0 & & \text { on } \partial D
\end{array}\right\}
$$

where $\delta$ is the Dirac delta-function, then we have

$$
\begin{equation*}
u(\xi, \eta)=\iint_{D} G f \mathrm{~d} x \mathrm{~d} y+\oint_{\partial D} g \frac{\partial G}{\partial n} \mathrm{~d} s \tag{292}
\end{equation*}
$$

If the Green's function $G$ can be found from (291), then (292) gives the solution at any point $(\xi, \eta) \in D$ in terms of $G$ and the given functions $f$ and $g$.

Now we have to find a function $G$ whose Laplacian is equal to a delta function. Thus $G$ should satisfy $\nabla^{2} G=0$ when $(x, y) \neq(\xi, \eta)$ and should have some sort of singularity as $(x, y) \rightarrow(\xi, \eta)$, and it turns out that the correct singularity is

$$
\begin{equation*}
G \sim \frac{1}{2 \pi} \log |(x, y)-(\xi, \eta)|+O(1) \quad \text { as } \quad(x, y) \rightarrow(\xi, \eta) \tag{293}
\end{equation*}
$$

It is readily verified that $\log |(x, y)-(\xi, \eta)|$ satisfies Laplace's equation for all $(x, y) \neq(\xi, \eta)$. Hence

$$
\begin{equation*}
\iint_{D} \phi \nabla^{2} G \mathrm{~d} x \mathrm{~d} y=\iint_{S_{\epsilon}} \phi \nabla^{2} G \mathrm{~d} x \mathrm{~d} y \tag{294}
\end{equation*}
$$

where $S_{\epsilon}$ is a disc of radius $\epsilon$ centred at $(\xi, \eta)$ and $\phi(x, y)$ is any suitably differentiable test function. Recalling that $\nabla^{2} G$ is a distribution, we evaluate the right-hand side as

$$
\begin{equation*}
\iint_{S_{\epsilon}} \phi \nabla^{2} G \mathrm{~d} x \mathrm{~d} y=\iint_{S_{\epsilon}} G \nabla^{2} \phi \mathrm{~d} x \mathrm{~d} y+\oint_{\partial S_{\epsilon}}\left(\phi \frac{\partial G}{\partial n}-G \frac{\partial \phi}{\partial n}\right) \mathrm{d} s \tag{295}
\end{equation*}
$$

Now introducing local polar coordinates $x=\xi+r \cos \theta, y=\eta+r \sin \theta$, letting $\epsilon \rightarrow 0$ and using the asymptotic behaviour (293), we find that

$$
\begin{align*}
\iint_{S_{\epsilon}} \phi \nabla^{2} G \mathrm{~d} x \mathrm{~d} y \sim \int_{0}^{2 \pi} \int_{0}^{\epsilon} \frac{1}{2 \pi} \log (r) & \nabla^{2} \phi r \mathrm{~d} r \mathrm{~d} \theta \\
& +\int_{0}^{2 \pi} \frac{1}{2 \pi r} \phi(\xi, \eta) r \mathrm{~d} r \mathrm{~d} \theta-\int_{0}^{2 \pi} \frac{1}{2 \pi} \log (\epsilon) \frac{\partial \phi}{\partial r} \epsilon \mathrm{~d} \theta \tag{296}
\end{align*}
$$

The first and third integrals on the right-hand side vanish as $\epsilon \rightarrow 0$, so we are left with

$$
\begin{equation*}
\iint_{S_{\epsilon}} \phi \nabla^{2} G \mathrm{~d} x \mathrm{~d} y \rightarrow \phi(\xi, \eta) \quad \text { as } \quad \epsilon \rightarrow 0 \tag{297}
\end{equation*}
$$

and hence (294) reduces to

$$
\begin{equation*}
\iint_{D} \phi \nabla^{2} G \mathrm{~d} x \mathrm{~d} y \equiv \phi(\xi, \eta) \tag{298}
\end{equation*}
$$

Thus $\nabla^{2} G$ is indeed equal to a delta function.

An alternative statement of (291) is, therefore,

$$
\left.\begin{array}{rlrl}
\nabla^{2} G & =0 & & \text { in } D \backslash(\xi, \eta)  \tag{299}\\
G & =0 & & \text { on } \partial D \\
G & \sim \frac{1}{2 \pi} \log |(x, y)-(\xi, \eta)| & & \text { as } \quad(x, y) \rightarrow(\xi, \eta)
\end{array}\right\}
$$

The trick to obtaining $G$ is thus to find a function that satisfies Laplace's equation inside $D$ and is equal to $-1 /(2 \pi) \log |(x, y)-(\xi, \eta)|$ on $\partial D$.

## Example 41 Green's function for a half-plane

For the problem

$$
\left.\begin{array}{cc}
\nabla^{2} u=f(x, y) & y>0  \tag{300}\\
u=g(x) & y=0 \\
u \rightarrow 0 & y \rightarrow \infty
\end{array}\right\}
$$

the Green's function satisfies

$$
\left.\begin{array}{rlrl}
\nabla^{2} G & =0 & & y>0,(x, y) \neq(\xi, \eta)  \tag{301}\\
G & =0 & & y=0 \\
G & \sim \frac{1}{2 \pi} \log |(x, y)-(\xi, \eta)|, & & (x, y) \rightarrow(\xi, \eta)
\end{array}\right\}
$$

This problem is readily solved using the method of images. Consider an image singularity at the point $(\xi,-\eta)$, that is the function $1 /(2 \pi) \log |(x, y)-(\xi,-\eta)|$. This function clearly satisfies Laplace's equation away from the singularity (which is outside the half-plane in which $G$ is to be defined). It is also equal to $1 /(2 \pi) \log |(x, y)-(\xi, \eta)|$ on the line $y=0$. Hence the Green's function for this problem is

$$
\begin{align*}
G(x, y ; \xi, \eta) & =\frac{1}{2 \pi} \log |(x, y)-(\xi, \eta)|-\frac{1}{2 \pi} \log |(x, y)-(\xi,-\eta)| \\
& =\frac{1}{4 \pi} \log \left(\frac{(x-\xi)^{2}+(y-\eta)^{2}}{(x-\xi)^{2}+(y+\eta)^{2}}\right) \tag{302}
\end{align*}
$$

## Example 42 Green's function for a circle

For a Dirichlet problem on a circular disc of radius a, the Green's function satisfies

$$
\left.\begin{array}{rlrl}
\nabla^{2} G & =0 & & x^{2}+y^{2}<a^{2},(x, y) \neq(\xi, \eta) \\
G & =0 & & x^{2}+y^{2}=a^{2}  \tag{303}\\
G & \sim \frac{1}{2 \pi} \log |(x, y)-(\xi, \eta)|, & & (x, y) \rightarrow(\xi, \eta) .
\end{array}\right\}
$$

The point $(\xi, \eta)$ inside the disc has a corresponding image point $\left(\xi^{\prime}, \eta^{\prime}\right)$ outside the disc, defined by

$$
\begin{equation*}
\binom{\xi^{\prime}}{\eta^{\prime}}=\frac{a^{2}}{\xi^{2}+\eta^{2}}\binom{\xi}{\eta} . \tag{304}
\end{equation*}
$$

This image point has the property that, for any point $(x, y)$ on the circle $x^{2}+y^{2}=a^{2}$, the ratio

$$
\frac{|(x, y)-(\xi, \eta)|}{\left|(x, y)-\left(\xi^{\prime}, \eta^{\prime}\right)\right|}
$$

is constant, and equal to $|(\xi, \eta)| / a$. The Green's function is therefore given by

$$
\begin{align*}
G(x, y ; \xi, \eta) & =\frac{1}{2 \pi} \log |(x, y)-(\xi, \eta)|-\frac{1}{2 \pi} \log \left(\frac{\left|(x, y)-\left(\xi^{\prime}, \eta^{\prime}\right)\right||(\xi, \eta)|}{a}\right) \\
& =\frac{1}{4 \pi} \log \left(\frac{\left(\left(x-\xi^{2}\right)+(y-\eta)^{2}\right) a^{2}}{\left(x^{2}+y^{2}\right)\left(\xi^{2}+\eta^{2}\right)-2 a^{2} x \xi-2 a^{2} y \eta+a^{4}}\right) \tag{305}
\end{align*}
$$

Notice that, unlike the Riemann function for hyperbolic PDEs, the Green's function is dependent on the shape of the region $D$. Unless $D$ is a simple shape, it is usually difficult to find $G$ explicitly. One useful approach is to use conformal mapping to transform $D$ into a simple domain such as a disc - see below

It is also possible to define a Green's function for Neumann problems, but this is more difficult since the solvability condition (282) must be enforced. This may be achieved by defining $G$ to satisfy

$$
\left.\begin{array}{rlrl}
\nabla^{2} G & =\delta(x-\xi) \delta(y-\eta)-C & & \text { in } D  \tag{306}\\
\frac{\partial G}{\partial n} & =0 & & \text { on } \partial D,
\end{array}\right\}
$$

where $C$ is chosen to satisfy the solvability condition. Integration of (306) over $D$ leads to the condition $C=1 / A$, where $A$ is the area of $D$. Then, by an argument analogous to that used for the Dirichlet problem, we obtain the solution as

$$
\begin{equation*}
u(\xi, \eta)=\bar{u}+\iint_{D} G f \mathrm{~d} x \mathrm{~d} y-\oint_{\partial D} g G \mathrm{~d} s \tag{307}
\end{equation*}
$$

Here, $\bar{u}$ is the average value of $u$,

$$
\begin{equation*}
\bar{u}=\frac{1}{A} \iint_{D} u \mathrm{~d} x \mathrm{~d} y \tag{308}
\end{equation*}
$$

which remains indeterminate (recall that the solution of the Neumann problem is only determined up to the addition of an arbitrary constant).

### 8.5 Complex variable methods

There is a close connection between Laplace's equation and functions of a complex variable $z=x+\mathrm{i} y$. If we transform variables from $(x, y)$ to $(z, \bar{z})$, where

$$
\begin{equation*}
z=x+\mathrm{i} y, \quad \bar{z}=x-\mathrm{i} y \tag{309}
\end{equation*}
$$

then we find

$$
\begin{equation*}
\frac{\partial^{2} u}{\partial x^{2}}+\frac{\partial^{2} u}{\partial y^{2}}=4 \frac{\partial^{2} u}{\partial z \partial \bar{z}}=0 \tag{310}
\end{equation*}
$$

and it follows that the general solution is

$$
\begin{equation*}
u=h_{1}(z)+h_{2}(\bar{z}) \tag{311}
\end{equation*}
$$

for some arbitrary functions $h_{1}$ and $h_{2}$. If we require $u$ to be a real-valued function of $x$ and $y$, then we must have $h_{2}=\overline{h_{1}}$, so the general real-valued solution of Laplace's equation is

$$
\begin{equation*}
u=\Re[f(z)] \tag{312}
\end{equation*}
$$

(where $f=2 h_{1}$ ). Solutions of Laplace's equation may sometimes by found by spotting a function $f(z)$ whose real part is equal to a given function on a given curve.



Figure 22: Contour plots of the solution $u$ given by (318) versus $\xi=\Re(\zeta)$ and $\eta=\Im(\zeta)$ (left plot); $x$ and $y$ (right plot). The contour values are $u=-0.9,-0.8, \cdots, 0.8,0.9$.

Example 43 Find a solution $u(x, y)$ of Laplace's equation that is equal to $|x|$ on $y=0$.
The complex-valued function

$$
\begin{equation*}
f(z)=z+\frac{2 \mathrm{i}}{\pi} z \log z \tag{313}
\end{equation*}
$$

may be split into its real and imaginary parts as follows:

$$
\begin{equation*}
f(z)=\left\{\left(1-\frac{2 \theta}{\pi}\right) x-\frac{2 y}{\pi} \log r\right\}+\mathrm{i}\left\{\left(1-\frac{2 \theta}{\pi}\right) y+\frac{2 x}{\pi} \log r\right\}, \tag{314}
\end{equation*}
$$

where $(r, \theta)$ are plane polar coordinates, i.e. $x=r \cos \theta, y=r \sin \theta$. Notice that, on $y=0, \Re(f)$ is equal to $x$ when $\theta=0$ and $-x$ when $\theta=\pi$; in other words, $\Re(f)$ is equal to $|x|$ when $y=0$. A suitable solution is, therefore,

$$
\begin{equation*}
u(x, y)=\Re[f(z)]=\left(1-\frac{2}{\pi} \tan ^{-1}(y / x)\right) x-\frac{y}{\pi} \log \left(x^{2}+y^{2}\right) . \tag{315}
\end{equation*}
$$

Another useful technique from complex variable theory is conformal mapping. This is a mapping from one complex variable $z=x+\mathrm{i} y$ to another $\zeta=\xi+\mathrm{i} \eta$, given by a functional relation $\zeta=g(z)$, where $g$ is analytic and $g^{\prime}(z) \neq 0$. Conformal mapping may be used to transform a complicated solution domain to a simple one (such as a half-plane or a disc). This technique works because Laplace's equation is invariant under conformal mapping; see a textbook on complex analysis e.g. Priestley ${ }^{4}$ for more details.

Example 44 Consider the solution of Laplace's equation for $u(x, y)$ with $u \rightarrow 0$ as $x^{2}+y^{2} \rightarrow \infty$ and $u=x$ on the line segment $y=0,-1 \leq x \leq 1$. This line segment is the image of the unit circle $|\zeta|=1$ under the conformal map

$$
\begin{equation*}
x+\mathrm{i} y=z=\frac{1}{2}\left(\zeta+\frac{1}{\zeta}\right) \quad \Rightarrow \quad \zeta=z+\sqrt{z^{2}-1} \tag{316}
\end{equation*}
$$

[^3]

Figure 23: Schematic of the conformal transformation $\omega=g(z)$ mapping $D$ to the unit disc and $\zeta$ to the origin.

The boundary conditions are mapped to

$$
\begin{equation*}
u=\Re(\zeta) \quad \text { on }|\zeta|=1, \quad u \rightarrow 0 \quad \text { as } \zeta \rightarrow \infty, \tag{317}
\end{equation*}
$$

and the solution may then easily be spotted. On the unit circle, we have $\bar{\zeta}=\zeta^{-1}$ and, hence, $\Re\left(\zeta^{-1}\right)=\Re(\zeta)$. A suitable solution for $u$ is thus

$$
\begin{equation*}
u=\Re\left(\zeta^{-1}\right)=\Re\left(z-\sqrt{z^{2}-1}\right) \tag{318}
\end{equation*}
$$

Contour plots of $u$ in the $\zeta$ - and $z$-planes are shown in Figure 22.
Conformal mapping may be used to find the Green's function for any domain that can be conformally mapped onto the unit disc. If we write $G=\Re[f(z)]$, then the problem (299) implies the following properties for $f$ :

$$
\left.\begin{array}{rlrl}
\Re(f) & =0 & & \text { on } \partial D,  \tag{319}\\
f & \sim \frac{1}{2 \pi} \log (z-\zeta), & & \text { as } z \rightarrow \zeta,
\end{array}\right\}
$$

where $\zeta=\xi+\mathrm{i} \eta$. Now suppose we write $\omega=g(z)$ where the conformal map $g$ transforms $D$ to the unit disc and the point $\zeta$ to the origin, as illustrated in Figure 23. In the $\omega$-plane, (319) becomes

$$
\left.\begin{array}{rlrl}
\Re(f) & =0 & & \text { on }|\omega|=1  \tag{320}\\
f & \sim \frac{1}{2 \pi} \log \omega, & & \text { as } \omega \rightarrow 0,
\end{array}\right\}
$$

and the solution is simply $f=(1 / 2 \pi) \log \omega$. Hence, if we can find the appropriate conformal mapping $g$, then the Green's function is

$$
\begin{equation*}
G=\frac{1}{2 \pi} \log |g(z)| \tag{321}
\end{equation*}
$$



Figure 24: Schematic of the conformal transformation $\omega=g(z)$ mapping the strip $x>0$, $0<y<a$ to the unit disc and $\zeta$ to the origin.

## Example 45 Green's function for a circle (again)

The Möbius transformation

$$
\begin{equation*}
\omega=g(z)=\frac{a(z-\zeta)}{\bar{\zeta} z-a^{2}} \tag{322}
\end{equation*}
$$

maps the disc $|z|<a$ onto the unit disc $|\omega|<1$ and maps the point $z=\zeta$ to $\omega=0$. The Green's function for a disc of radius a is, therefore,

$$
\begin{equation*}
G=\frac{1}{2 \pi} \log \left|\frac{a(z-\zeta)}{\bar{\zeta} z-a^{2}}\right|, \tag{323}
\end{equation*}
$$

and it is straightforward to show that this reproduces (305).

## Example 46 Green's function for a strip

The semi-infinite strip $x>0,0<y<a$ is mapped to the unit disc (as illustrated in Figure 24) by the transformation

$$
\begin{equation*}
\omega=g(z)=\frac{\cosh (\pi z / a)-\cosh (\pi \zeta / a)}{\cosh (\pi z / a)-\cosh (\pi \bar{\zeta} / a)} \tag{324}
\end{equation*}
$$

which also maps $z=\zeta$ to $\omega=0$. The Green's function for this shape is then $G=1 /(2 \pi) \log |g|$.

## 9 Semi-linear parabolic equations

### 9.1 General properties

In parabolic PDEs one independent variable usually represents time, and we use $x$ and $t$ as independent variables instead of $x$ and $y$. The canonical form for second-order parabolic equations is

$$
\begin{equation*}
\frac{\partial^{2} u}{\partial x^{2}}=F\left(x, t, u, \frac{\partial u}{\partial x}, \frac{\partial u}{\partial t}\right) \tag{325}
\end{equation*}
$$

and specific examples include the heat equation, or diffusion equation

$$
\begin{equation*}
\frac{\partial u}{\partial t}=\frac{\partial^{2} u}{\partial x^{2}} \tag{326a}
\end{equation*}
$$

the reaction-diffusion equation

$$
\begin{equation*}
\frac{\partial u}{\partial t}=\frac{\partial^{2} u}{\partial x^{2}}+f(x, t, u) \tag{326b}
\end{equation*}
$$

and the reaction-convection-diffusion equation

$$
\begin{equation*}
\frac{\partial u}{\partial t}+q(x, t, u) \frac{\partial u}{\partial x}=\frac{\partial^{2} u}{\partial x^{2}}+f(x, t, u) \tag{326c}
\end{equation*}
$$

Another example is the Black-Scholes equation in mathematical finance. All these equations have the repeated characteristic $t=$ const. They also have the general property that any initial singularities in $u$ at $t=0$ are instantaneously smoothed out when $t$ is positive. Conversely, backward diffusion equations such as

$$
\begin{equation*}
\frac{\partial u}{\partial t}=-\frac{\partial^{2} u}{\partial x^{2}} \tag{326d}
\end{equation*}
$$

are ill posed, with smooth initial data giving rise to finite-time singularities in general.

### 9.2 Well posed boundary data

Typical boundary data for a diffusion equation are:

- An initial condition for $u$ at $t=0$
- One boundary condition on each of two curves $C_{1}$ and $C_{2}$ in the $(x, t)$-plane that are nowhere parallel to the $x$-axis.

Example 47 The heat equation

$$
\begin{equation*}
\frac{\partial u}{\partial t}=\frac{\partial^{2} u}{\partial x^{2}} \tag{327}
\end{equation*}
$$

is a simple model for the temperature $u(x, t)$ in a uniform bar of conductive material, where $x$ is position and $t$ is time. Suppose the bar is of length L, its initial temperature is $u_{0}(x)$ and its ends are kept at zero temperature. Then the boundary and initial conditions are

$$
\begin{align*}
& u=u_{0}(x) \quad t=0,  \tag{328a}\\
& u=0 \quad x=0,  \tag{328b}\\
& u=0 \quad x=L . \tag{328c}
\end{align*}
$$

If, instead of being held at constant temperature, an end is insulated, then the Dirichlet boundary condition $u=0$ is replaced by the Neumann boundary condition $\partial u / \partial x=0$. Also, the boundary conditions at $x=0$ and $x=L$ may in general be given on moving boundaries, say $x=x_{1}(t)$ and $x=x_{2}(t)$.

### 9.3 Uniqueness theorem

We will now show that the problem

$$
\left.\begin{array}{rlrl}
\frac{\partial u}{\partial t} & =\frac{\partial^{2} u}{\partial x^{2}}+f(x, t) & & t>0, x_{1}(t)<x<x_{2}(t), \\
u & =u_{0}(x) & & t=0, x_{1}(t)<x<x_{2}(t),  \tag{329}\\
u & =g_{1}(t) & & t>0, x=x_{1}(t), \\
u & =g_{2}(t) & & t>0, x=x_{2}(t),
\end{array}\right\}
$$

has at most one solution. Suppose there are two solutions $u_{1}$ and $u_{2}$; then $\phi=u_{1}-u_{2}$ satisfies the homogeneous problem

$$
\left.\begin{array}{rlrl}
\frac{\partial \phi}{\partial t} & =\frac{\partial^{2} \phi}{\partial x^{2}} & & t>0, x_{1}(t)<x<x_{2}(t), \\
\phi & =0 & & t=0, x_{1}(t)<x<x_{2}(t),  \tag{330}\\
\phi & =0 & & t>0, x=x_{1}(t), \\
\phi & =0 & & t>0, x=x_{2}(t) .
\end{array}\right\}
$$

Now, Leibnitz' rule gives

$$
\begin{align*}
\frac{\mathrm{d}}{\mathrm{~d} t} \int_{x_{1}(t)}^{x_{2}(t)} \phi^{2} \mathrm{~d} x & =\int_{x_{1}(t)}^{x_{2}(t)} 2 \phi \frac{\partial \phi}{\partial t} \mathrm{~d} x+\frac{\mathrm{d} x_{2}}{\mathrm{~d} t} \phi^{2}\left(x_{2}, t\right)-\frac{\mathrm{d} x_{1}}{\mathrm{~d} t} \phi^{2}\left(x_{1}, t\right) \\
& =\int_{x_{1}(t)}^{x_{2}(t)} 2 \phi \frac{\partial^{2} \phi}{\partial x^{2}} \mathrm{~d} x=\left[2 \phi \frac{\partial \phi}{\partial x}\right]_{x_{1}}^{x_{2}}-\int_{x_{1}(t)}^{x_{2}(t)} 2\left(\frac{\partial \phi}{\partial x}\right)^{2} \mathrm{~d} x \\
& =-\int_{x_{1}(t)}^{x_{2}(t)} 2\left(\frac{\partial \phi}{\partial x}\right)^{2} \mathrm{~d} x \leq 0 . \tag{331}
\end{align*}
$$

So the integral

$$
\int_{x_{1}(t)}^{x_{2}(t)} \phi^{2} \mathrm{~d} x
$$

is clearly non-negative, is zero when $t=0$ and is a non-increasing function of $t$. From this we can conclude that it must be identically zero and, hence, that $\phi \equiv 0$.

### 9.4 Maximum value theorem

Suppose $u$ satisfies the inhomogeneous heat equation

$$
\begin{equation*}
\frac{\partial u}{\partial t}=\frac{\partial^{2} u}{\partial x^{2}}+f(x, t) \tag{332}
\end{equation*}
$$

in a region $D$ bounded by the lines $t=0, t=\tau$ and two non-intersecting smooth curves $C_{1}$ and $C_{2}$ that are nowhere parallel to the $x$-axis. Suppose also that $f \leq 0$ in $D$. Then $u$ takes its maximum value either on $t=0$ or on one of the curves $C_{1}$ or $C_{2}$.

This was proven in Part A DEs. The proof included here is non-examinable.
The proof is similar to that for Poisson's equation. We start by supposing that $f$ is strictly negative in $D$. At an internal maximum inside $D, u$ must satisfy

$$
\begin{equation*}
\frac{\partial u}{\partial x}=\frac{\partial u}{\partial t}=0, \quad \frac{\partial^{2} u}{\partial x^{2}} \leq 0, \quad \frac{\partial^{2} u}{\partial t^{2}} \leq 0 \tag{333}
\end{equation*}
$$

On the other hand, if $u$ has a maximum at a point on $t=\tau$, then it must satisfy

$$
\begin{equation*}
\frac{\partial u}{\partial x}=0, \quad \frac{\partial u}{\partial t} \geq 0, \quad \frac{\partial^{2} u}{\partial x^{2}} \leq 0 \tag{334}
\end{equation*}
$$

there. With $f$ assumed to be negative, both of these lead to contradictions, and it follows that $u$ must take its maximum value somewhere on $\partial D$ but not on $t=\tau$.

Now, if the inequality is not strict, i.e. $f \leq 0$, then define

$$
\begin{equation*}
v(x, t)=u(x, t)+\frac{\epsilon}{2} x^{2}, \tag{335}
\end{equation*}
$$

where $\epsilon$ is a positive constant. Then $v$ satisfies

$$
\begin{equation*}
\frac{\partial v}{\partial t}=\frac{\partial^{2} v}{\partial x^{2}}+f(x, t)-\epsilon<0 \tag{336}
\end{equation*}
$$

so that $v$ takes its maximum value on either $t=0, C_{1}$ or $C_{2}$. Thus, if the maximum value of $u$ over these three portions of $\partial D$ is $M$, and the maximum value of $|x|$ on $C_{1}$ and $C_{2}$ is $L$, then

$$
\begin{equation*}
u \leq v \leq \frac{\epsilon}{2} L^{2}+M \tag{337}
\end{equation*}
$$

Now we let $\epsilon \rightarrow 0$ and conclude that $u \leq M$, i.e. $u$ takes its maximum value on $C_{1} \cup C_{2} \cup\{t=0\}$.
If $f \geq 0$ in $D$, then a similar argument shows that $u$ attains its minimum value on either $C_{1}, C_{2}$ or $t=0$. Thus, for the homogeneous equation in which $f \equiv 0, u$ attains both its maximum and its minimum values on $C_{1} \cup C_{2} \cup\{t=0\}$. This property may be used in a uniqueness proof just as for Poisson's equation.

### 9.5 Green's functions

Consider the problem

$$
\left.\begin{array}{rlrl}
\mathcal{L}[u]=\frac{\partial u}{\partial t}-\frac{\partial^{2} u}{\partial x^{2}} & =f(x, t) & & t>0, x_{1}(t)<x<x_{2}(t), \\
u & =u_{0}(x) & & t=0, x_{1}(t)<x<x_{2}(t),  \tag{338}\\
u & =g_{1}(t) & & t>0, x=x_{1}(t), \\
u & =g_{2}(t) & & t>0, x=x_{2}(t) .
\end{array}\right\}
$$

If the adjoint differential operator is defined by

$$
\begin{equation*}
\mathcal{L}^{\star}[G]=-\frac{\partial G}{\partial t}-\frac{\partial^{2} G}{\partial x^{2}}, \tag{339}
\end{equation*}
$$

then Green's theorem leads to

$$
\begin{align*}
\iint_{D}\left\{G \mathcal{L}[u]-u \mathcal{L}^{\star}[G]\right\} \mathrm{d} x \mathrm{~d} t & =\iint_{D}\left\{\frac{\partial}{\partial t}(G u)+\frac{\partial}{\partial x}\left(u \frac{\partial G}{\partial x}-G \frac{\partial u}{\partial x}\right)\right\} \mathrm{d} x \mathrm{~d} t \\
& =\oint_{\partial D}\left\{\left(u \frac{\partial G}{\partial x}-G \frac{\partial u}{\partial x}\right) \mathrm{d} t-G u \mathrm{~d} x\right\} \tag{340}
\end{align*}
$$



Figure 25: The Green's function (345) plotted versus $x$ when $\xi=0$, for $(\tau-t)=0.2,0.4,0.6,0.8,1.0$.
where $D$ is the region bounded by $t=0, t=\tau, x=x_{1}(t)$ and $x=x_{2}(t)$. So, if we choose the Green's function $G$ to satisfy

$$
\left.\begin{array}{rlrl}
-\mathcal{L}^{\star}[G]=\frac{\partial G}{\partial t}+\frac{\partial^{2} G}{\partial x^{2}} & =0 & & \text { in } D  \tag{341}\\
G & =0 & & x=x_{1}(t) \\
G & =0 & & x=x_{2}(t) \\
G & =\delta(x-\xi) & & t=\tau
\end{array}\right\}
$$

where $\delta$ is the Dirac delta-function, then equation (340) reduces to

$$
\begin{align*}
& u(\xi, \tau)=\iint_{D} G(x, t ; \xi, \tau) f(x, t) \mathrm{d} x \mathrm{~d} t+\int_{x_{1}(0)}^{x_{2}(0)} G(x, 0 ; \xi, \tau) u_{0}(x) \mathrm{d} x \\
&+\int_{0}^{\tau} g_{1}(t) \frac{\partial G}{\partial x}\left(x_{1}(t), t ; \xi, \tau\right) \mathrm{d} t-\int_{0}^{\tau} g_{2}(t) \frac{\partial G}{\partial x}\left(x_{2}(t), t ; \xi, \tau\right) \mathrm{d} t \tag{342}
\end{align*}
$$

If $G$ can be found from (341), then this gives an explicit formula for the solution $u$ at any point $(\xi, \tau) \in D$. Notice that $G$ satisfies a backward diffusion equation and thus is solved backwards in time, starting at $t=\tau$. As for elliptic equations, actually finding the Green's function is difficult except in a few simple cases.

Example 48 The simplest case is when the heat equation is to be solved on the whole real line, i.e.

$$
\left.\begin{array}{rlrl}
\frac{\partial u}{\partial t}-\frac{\partial^{2} u}{\partial x^{2}} & =f(x, t) & & t>0,-\infty<x<\infty  \tag{343}\\
u & =u_{0}(x) & & t=0,-\infty<x<\infty \\
u & \rightarrow 0 & & t>0, x \rightarrow \pm \infty
\end{array}\right\}
$$

Then the Green's function satisfies

$$
\left.\begin{array}{rlrl}
\frac{\partial G}{\partial \tilde{t}}-\frac{\partial^{2} G}{\partial \tilde{x}^{2}} & =0 & & \tilde{t}>0,-\infty<\tilde{x}<\infty  \tag{344}\\
G & =\delta(\tilde{x}) & & \tilde{t}=0,-\infty<\tilde{x}<\infty \\
G & \rightarrow 0 & & \tilde{t}>0, \tilde{x} \rightarrow \pm \infty
\end{array}\right\}
$$



Figure 26: The Green's function (349) plotted versus $x$ when $\xi=1$, for $(\tau-t)=0.2,0.4,0.6,0.8,1.0$.
where $\tilde{x}=x-\xi$ and $\tilde{t}=\tau-t$. This problem corresponds to the heat flow due to an initial "hot spot" concentrated at $x=0$. The solution may be found, for example, by taking a Fourier transform in $x$ (see Example ??):

$$
\begin{equation*}
G=\frac{1}{2 \sqrt{\pi(\tau-t)}} \exp \left(-\frac{(x-\xi)^{2}}{4(\tau-t)}\right) \tag{345}
\end{equation*}
$$

whose behaviour is illustrated in Figure 25. Thus the solution of (343) is

$$
\begin{equation*}
u(\xi, \tau)=\int_{-\infty}^{\infty} \frac{u_{0}(x)}{2 \sqrt{\pi \tau}} \exp \left(-\frac{(x-\xi)^{2}}{4 \tau}\right) \mathrm{d} x+\int_{0}^{\tau} \int_{-\infty}^{\infty} \frac{f(x, t)}{2 \sqrt{\pi(\tau-t)}} \exp \left(-\frac{(x-\xi)^{2}}{4(\tau-t)}\right) \mathrm{d} x \mathrm{~d} t \tag{346}
\end{equation*}
$$

Example 49 Next consider the heat equation on a half-line:

$$
\begin{array}{rlrl}
\frac{\partial u}{\partial t}-\frac{\partial^{2} u}{\partial x^{2}} & =f(x, t) & & t>0,0<x<\infty \\
u & =u_{0}(x) & & t=0,0<x<\infty  \tag{347}\\
u & =g(t) & & t>0, x=0 \\
u & \rightarrow 0
\end{array}
$$

so the Green's function satisfies

$$
\left.\begin{array}{rlrl}
\frac{\partial G}{\partial t}+\frac{\partial^{2} G}{\partial x^{2}} & =0 & & t<\tau, 0<x<\infty \\
G & =\delta(x-\xi) & & t=\tau, 0<x<\infty  \tag{348}\\
G & =0 & & t<\tau, x=0 \\
G & \rightarrow 0 & & t<\tau, x \rightarrow \infty
\end{array}\right\}
$$

Now, the Green's function (345) found previously satisfies the heat equation and has the right singular behaviour as $(x, t) \rightarrow(\xi, \tau)$, but it is not zero when $x=0$. However, we can enforce this boundary condition by putting an image singularity at the point $(-\xi, \tau)$, that is

$$
\begin{equation*}
G=\frac{1}{2 \sqrt{\pi(\tau-t)}} \exp \left(-\frac{(x-\xi)^{2}}{4(\tau-t)}\right)-\frac{1}{2 \sqrt{\pi(\tau-t)}} \exp \left(-\frac{(x+\xi)^{2}}{4(\tau-t)}\right) \tag{349}
\end{equation*}
$$

which is illustrated in Figure 26. This Green's function can be used to reproduce the solution (??), (??) of Example ??.

### 9.6 Similarity solutions

If the PDE and boundary conditions have a certain symmetry, then a similarity solution may be sought in the form

$$
\begin{equation*}
u(x, y)=x^{\alpha} f(\eta), \quad \eta=\frac{y}{x^{\beta}} \tag{350}
\end{equation*}
$$

and the PDE for $u$ becomes an ODE for $f$.
Consider the heat equation

$$
\begin{equation*}
\frac{\partial u}{\partial t}=\frac{\partial^{2} u}{\partial x^{2}}, \tag{351}
\end{equation*}
$$

and introduce the transformation

$$
\xi=\epsilon^{a} x, \quad \tau=\epsilon^{b} t \quad \text { and } \quad w(\xi, \tau)=\epsilon^{c} u\left(\epsilon^{-a} \xi, \epsilon^{-b} \tau\right), \quad \epsilon \in \mathbb{R} .
$$

This change of variables gives

$$
\begin{gathered}
\frac{\partial u}{\partial t}=\epsilon^{-c} \frac{\partial w}{\partial \tau} \frac{\partial \tau}{\partial t}=\epsilon^{b-c} \frac{\partial w}{\partial \tau}, \frac{\partial u}{\partial x}=\epsilon^{-c} \frac{\partial w}{\partial \xi} \frac{\partial \xi}{\partial x}=\epsilon^{a-c} \frac{\partial w}{\partial \xi}, \\
\text { and } \frac{\partial^{2} u}{\partial x^{2}}=\epsilon^{a-c} \frac{\partial^{2} w}{\partial \xi^{2}} \frac{\partial \xi}{\partial x}=\epsilon^{2 a-c} \frac{\partial^{2} w}{\partial \xi^{2}} .
\end{gathered}
$$

The heat equation transforms to give

$$
\epsilon^{b-c} \frac{\partial w}{\partial \tau}=\epsilon^{2 a-c} \frac{\partial^{2} w}{\partial \xi^{2}} \quad \text { or } \quad \epsilon^{b-c}\left(\frac{\partial w}{\partial \tau}-\epsilon^{2 a-b} \frac{\partial^{2} w}{\partial \xi^{2}}\right)=0
$$

and is invariant under the transformation $\forall \epsilon$ if $b=2 a$. Thus, if $u$ solves the equation at $x, t$ then $w=\epsilon^{-c} u$ solve the equation at $x=\epsilon^{-a} \xi, t=\epsilon^{-b} \tau$.

We can construct groupings of independent variables which are invariant under this transformation:

$$
\frac{\xi}{\tau^{a / b}}=\frac{\epsilon^{a} x}{\left(\epsilon^{b} t\right)^{a / b}}=\frac{x}{t^{a / b}}
$$

which defines the dimensionless similarity variable $\eta(x, t)=x / \sqrt{t}$ since $b=2 a$. [Note: $\eta \rightarrow \infty$ if $x \rightarrow \infty$ or $t \rightarrow 0$ and $\eta=0$ if $x=0$.] Also,

$$
\frac{w}{\tau^{c / b}}=\frac{\epsilon^{c} u}{\left(\epsilon^{b} t\right)^{c / b}}=\frac{u}{t^{c / b}}=v(\eta)
$$

suggests that we seek a solution of the heat equation of the form $u(x, t)=t^{c / 2 a} v(\eta)$. Indeed, since the heat equation is invariant under the transformation, we anticipate that the solution will also be invariant under the transformation. The partial derivatives transform as follows:

$$
\frac{\partial u}{\partial t}=\frac{c}{2 a} t^{c / 2 a-1} v(\eta)+t^{c / 2 a} v^{\prime}(\eta) \frac{\partial \eta}{\partial t}=\frac{1}{2} t^{c / 2 a-1}\left(\frac{c}{a} v(\eta)-\eta v^{\prime}(\eta)\right),
$$

since $\frac{\partial \eta}{\partial t}=-x /\left(2 t^{3 / 2}\right)=-\eta / 2 t$, and

$$
\frac{\partial u}{\partial x}=t^{c / 2 a} v^{\prime}(\eta) \frac{\partial \eta}{\partial x}=t^{c / 2 a-1 / 2} v^{\prime}(\eta), \quad \frac{\partial^{2} u}{\partial x^{2}}=t^{c / 2 a-1} v^{\prime \prime}(\eta)
$$

Then the heat equation reduces to an ODE

$$
\begin{equation*}
t^{\gamma / 2-1}\left(2 v^{\prime \prime}(\eta)+\eta v^{\prime}(\eta)-\gamma v(\eta)\right)=0 \tag{352}
\end{equation*}
$$

with $\gamma=c / a$ such that $u(x, t)=t^{\gamma / 2} v(\eta)$ and $\eta=x / \sqrt{t}$. We conclude that we may be able to solve the heat equation using (352) if we can write the boundary and initial conditions for $u(x, t)$ as conditions on $v$ and $\eta$.

Example 50 Consider the heat equation

$$
\frac{\partial u}{\partial t}=\frac{\partial^{2} u}{\partial x^{2}}
$$

subject to $u(x, 0)=u(\infty, t)=0, u(0, t)=t^{m}$ for some constant $m$.
We seek a solution of the form

$$
\begin{equation*}
u=t^{m} f(\eta), \quad \eta=\frac{x}{\sqrt{t}} \tag{353}
\end{equation*}
$$

for some function $f$. If this form of $u$ is substituted into the heat equation, $f$ is found to satisfy

$$
\begin{equation*}
\frac{\mathrm{d}^{2} f}{\mathrm{~d} \eta^{2}}+\frac{\eta}{2} \frac{\mathrm{~d} f}{\mathrm{~d} \eta}-m f=0 \tag{354}
\end{equation*}
$$

with the boundary conditions $f(0)=1, f \rightarrow 0$ as $\eta \rightarrow \infty$. The simplest case is $m=0$, when the solution is

$$
\begin{equation*}
f(\eta)=\frac{2}{\sqrt{\pi}} \int_{\eta / 2}^{\infty} \mathrm{e}^{-s^{2}} \mathrm{~d} s=\operatorname{erfc}(\eta / 2) \tag{355}
\end{equation*}
$$

the complementary error function.
Example 51 Consider the problem

$$
\begin{aligned}
& u_{t}=u_{x x}, \quad \text { on } 0<x<\infty, t>0 \\
& \text { with } u(x, 0)=0 \quad \text { for } 0<x<\infty \\
& \frac{\partial u}{\partial x}=-q \quad \text { at } x=0, t>0 \\
& \text { and } u \rightarrow 0 \quad \text { as } x \rightarrow \infty, \forall t>0
\end{aligned}
$$

As above, we seek solutions of the form

$$
u(x, t)=t^{m} f(\eta), \quad \eta=\frac{x}{\sqrt{t}}
$$

for some function $f$. By substituting this form of $u$ in the heat equation we deduce that $f$ satisfies

$$
\begin{equation*}
\frac{\mathrm{d}^{2} f}{\mathrm{~d} \eta^{2}}+\frac{\eta}{2} \frac{\mathrm{~d} f}{\mathrm{~d} \eta}-m f=0 \tag{356}
\end{equation*}
$$

Now

$$
\frac{\partial u}{\partial x}=\left.t^{m-1 / 2} f^{\prime}(\eta) \Rightarrow \frac{\partial u}{\partial x}\right|_{x=0}=t^{m-1 / 2} f^{\prime}(0)=-q .
$$

Since $q$ does not depend on $t$, we require $m=1 / 2$ so that $u(x, t)=\sqrt{t} f(\eta)$ where $f$ solves

$$
\frac{\mathrm{d}^{2} f}{\mathrm{~d} \eta^{2}}+\frac{\eta}{2} \frac{\mathrm{~d} f}{\mathrm{~d} \eta}-\frac{1}{2} f=0, \quad \text { with } f^{\prime}(0)=-q \text { and } f \rightarrow 0 \text {.as } \eta \rightarrow \infty .
$$

Since $f=\eta$ solves the $O D E$, we seek a solution of the form $f(\eta)=\eta g(\eta)$ where

$$
\frac{g^{\prime \prime}}{g^{\prime}}=-\frac{\left(2+\eta^{2} / 2\right)}{\eta}=-\frac{2}{\eta}-\frac{\eta}{2}
$$

Integrate with respect to $\eta$ to get

$$
\begin{gathered}
g^{\prime}=\frac{k * e^{-\eta^{2} / 4}}{\eta^{2}} \Rightarrow g(\eta)=k_{0}+k_{1} \int^{\eta} \frac{e^{-\theta^{2} / 4}}{\theta^{2}} d \theta \\
\Rightarrow g(\eta)=\kappa_{0}+\kappa_{1}\left(\frac{e^{-\eta^{2} / 4}}{\eta}+\int_{0}^{\eta} e^{-\theta^{2} / 4} d \theta\right) \text { and } f(\eta)=\kappa_{0} \eta+\kappa_{1}\left(e^{-\eta^{2} / 2}+\eta \int_{0}^{\eta} e^{-\theta^{2} / 4} d \theta\right) .
\end{gathered}
$$

The constants of integration $\kappa_{0}$ and $\kappa_{1}$ are determined from the initial conditions.

$$
f^{\prime}=\eta f^{\prime}+g \quad \Rightarrow \quad f^{\prime}(0)=-q=g(0)=\kappa_{0} .
$$

Also,

$$
f(\eta) \sim \eta\left(\kappa_{0}+\kappa_{1} \int_{0}^{\infty} e^{-\theta^{2} / 4} d \theta\right)=0 \Rightarrow \kappa_{1}=-\kappa_{0} \sqrt{\pi}
$$

since $\int_{0}^{\infty} e^{-\theta^{2} / 4} d \theta=2 \int_{0}^{\infty} e^{-r^{2}} d r=\pi$. The solution of the equation becomes (eventually)

$$
\begin{gathered}
f(\eta)=\ldots \\
u(x, t)=2 q \sqrt{\frac{t}{\pi}}\left(e^{-x^{2} / 4 t}-\frac{x}{\sqrt{t}} \int_{x / 2 \sqrt{t}}^{\infty} e^{r^{2}} d r\right)
\end{gathered}
$$

Example 52 For the telegraph equation

$$
\begin{equation*}
\mathcal{L}[u]=\frac{\partial^{2} u}{\partial x \partial y}+u=f(x, y) \tag{357}
\end{equation*}
$$

the Riemann function satisfies

$$
\begin{equation*}
\mathcal{L}^{\star}[u]=\frac{\partial^{2} R}{\partial x \partial y}+R=0 \quad x<\xi, y<\eta \tag{358}
\end{equation*}
$$

with, as in Example 40, $R=1$ on $x=\xi$ and on $y=\eta$. Alternatively, if $\tilde{x}=\xi-x, \tilde{y}=\eta-y$, then

$$
\left.\begin{array}{rlr}
\frac{\partial^{2} R}{\partial \tilde{x} \partial \tilde{y}}+R=0, & \tilde{x}>0, \tilde{y}>0 \\
R=1 & \tilde{x}=0  \tag{359}\\
R=1 & \tilde{y}=0
\end{array}\right\}
$$

Notice that this problem is invariant if the two independent variables $\tilde{x}$ and $\tilde{y}$ are swapped. It follows that a similarity solution of (359) exists in the form

$$
\begin{equation*}
R=F(s), \quad \text { where } \quad s=2 \sqrt{\tilde{x} \tilde{y}} \tag{360}
\end{equation*}
$$

and $F$ satisfies

$$
\begin{equation*}
\frac{\mathrm{d}^{2} F}{\mathrm{~d} s^{2}}+\frac{1}{s} \frac{\mathrm{~d} F}{\mathrm{~d} s}+F=0, \quad s>0 \tag{361}
\end{equation*}
$$

with $F(0)=1$. The solution is the Bessel function $F=J_{0}(s),{ }^{5}$ so the Riemann function for the telegraph equation is

$$
R= \begin{cases}J_{0}(2 \sqrt{(\xi-x)(\eta-y)}) & x<\xi, y<\eta  \tag{362}\\ 0 & \text { otherwise }\end{cases}
$$

[^4]
[^0]:    ${ }^{1}$ the Cauchy-Riemann equations imply that $u+\mathrm{i} v$ is a function of $z=x+\mathrm{i} y$; here, $u$ and $v$ are the real and imaginary parts of the complex function

    $$
    f(z)=\frac{\epsilon \delta^{2} \mathrm{i}}{z^{2}+\delta^{2}}
    $$

[^1]:    ${ }^{2}$ In fact, an arbitrary PDE system cannot always be written in this form, but it is usually possible for physically-motivated problems that are based on conservation laws.

[^2]:    ${ }^{3}$ Actually, the theorem also holds if $f$ depends on $u$ and its derivatives, provided it is non-negative in $D$.

[^3]:    ${ }^{4}$ H. A. Priestley, 1990 Introduction to Complex Analysis, revised edition. Oxford University Press.

[^4]:    ${ }^{5}$ the other linearly independent solution to this second-order ODE is $Y_{0}(s)$, which is singular as $s \rightarrow 0$

