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1. Suppose A is a square matrix, n × n. State (without proof) the Fredholm Alternative
that gives necessary and sufficient conditions under which the system Ax = b has a
solution x.

Now consider the system (A−µI)x = b, where I is the n×n identity matrix, and µ is a
constant. For what values of µ is there a unique solution? When µ is such that there is
not a unique solution, what condition(s) must b satisfy in order for a solution to exist?
When those conditions do hold, what is the most general solution x?

Answer. Either

(i) ATy = 0 has only the trivial solution x = 0, in which case Ax = b has a unique solution;

or

(ii) ATy = 0 has a maximal set of linearly independent nontrivial solutions y1, . . . ,yr say.
Then Ax = b has a solution if and only if yi · b = 0 for each i = 1, . . . , r. In this case
the general solution is x = xp +

∑r
i=1 cixi where xp is any particular solution, c1, . . . , cr

are arbitrary constants, and the x1, . . . ,xr are a maximal set of linearly independent
solutions to Ax = 0.

For (A − µI)x = b there is a unique solution if A − µI is nonsingular, i.e. if µ is not an
eigenvalue of A. If µ is an eigenvalue, then b must be orthogonal to all the corresponding left
eigenvectors, i.e. u ·b = 0 for all u such that (A−µI)Tu = 0 (equivalently uT (A−µI) = 0T ).
If this holds then the general solution is

x = xp +

r∑
i=1

civi

where xp is any particular solution, r is the dimension of the eigenspace, ci are arbitrary
constants, and vi are linearly independent eigenvectors of A with eigenvalue µ.

�

2. Suppose A is a square symmetric matrix and λ is a simple eigenvalue of A with corre-
sponding normalised eigenvector v. We wish to solve

(A− (λ+ ε)I)x = b,

where I is the identity matrix and the vector b is such that v · b 6= 0. Show that

x ∼ c

ε
v + x1 + · · · ,

for some constant c which you should determine.



Answer. If we were to try x ∼ x0 + εx1 + · · · we find

At ε0: Ax0 − λx0 = b,

which has no solution by the Fredholm alternative since (A− λI)Tv = 0 and v · b 6= 0.

Trying instead

x ∼ 1

ε
x0 + x1 + · · · ,

we find

At ε0: Ax0 − λx0 = 0,

so that x0 = cv for some constant c.

At ε1: Ax1 − λx1 = cv + b.

By the Fredholm alternative there is a solution for x1 if and only if the right-hand side is
orthogonal to v, i.e. c|v|2 + v · b = 0. Thus c = −v · b (since v is normalised).

�

3. Find the eigenvalues and eigenfunctions of the integral equation

y(x) = λ

∫ 1

0
(g(x)h(t) + g(t)h(x)) y(t) dt, x ∈ [0, 1],

where g and h are continuous functions satisfying∫ 1

1
g(x)2 dx =

∫ 1

0
h(x)2 dx = 1,

∫ 1

0
g(x)h(x) dx = 0.

Answer. The equation is
y(x) = λX1g(x) + λX2h(x)

where

X1 =

∫ 1

0
h(t)y(t) dt, X2 =

∫ 1

0
g(t)y(t) dt.

Multiplying by g(x) and h(x) in turn and integrating over x gives

X2 = λX1

X1 = λX2,

where we have used the integrals of g2, h2 and gh given in the question. Thus(
λ −1
−1 λ

)(
X1

X2

)
=

(
0
0

)
.

A nonzero solution requires ∣∣∣∣ λ −1
−1 λ

∣∣∣∣ = λ2 − 1 = 0,



i.e. λ = ±1. The corresponding eigenvectors satisfy X1 = X2 when λ = 1 and X1 = −X2

when λ = −1. Thus the eigenvalues and eigenvectors are

λ = 1, y(x) = c(g(x) + h(x)),

λ = −1, y(x) = d(g(x)− h(x)),

where c and d are arbitrary constants.
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4. Solve the equation

y(x) = 1− x2 + λ

∫ 1

0
(1− 5x2t2)y(t) dt.

Answer. The equation is

y(x) = 1− x2 + λX1 − 5λX2x
2 = 1 + λX1 − (1 + 5λX2)x

2,

where

X1 =

∫ 1

0
y(t) dt, X2 =

∫ 1

0
t2y(t) dt.

Multiplying by 1 and x2 respectively and integrating gives

X1 = 1 + λX1 −
1

3
(1 + 5λX2),

X2 =
1

3
(1 + λX1)−

1

5
(1 + 5λX2).

Rearranging (
1− λ 5λ

3

−λ
3 1 + λ

)(
X1

X2

)
=

(
2
3

2
15

)
.

The matrix is invertible if ∣∣∣∣∣ 1− λ 5λ
3

−λ
3 1 + λ

∣∣∣∣∣ = 1− 4λ2

9
6= 0,

i.e. if λ 6= ±3/2. In this case(
X1

X2

)
=

1

1− 4λ2/9

(
1 + λ −5λ

3

λ
3 1− λ

)(
2
3

2
15

)
=

1

9− 4λ2

(
6 + 4λ

2
5(3 + 2λ)

)
=

( 2
3−2λ

2
5(3−2λ)

)
.

Thus

y(x) = 1 +
2λ

3− 2λ
−
(

1 +
2λ

3− 2λ

)
x2 =

3(1− x2)
3− 2λ

.

If λ = 3/2 the adjoint eigenvector satisfies(
−1

2 −1
2

5
2

5
2

)(
Y1
Y2

)
=

(
0
0

)



so that Y1 = −Y2. Since (
1 −1

)( 2
3

2
15

)
=

8

15
6= 0

there is no solution when λ = 3/2. If λ = −3/2 the adjoint eigenvector satisfies(
5
2

1
2

−5
2 −1

2

)(
Y1
Y2

)
=

(
0
0

)
so that Y2 = −5Y1. Since (

1 −5
)( 2

3

2
15

)
= 0,

there is a solution when λ = −3/2. Since the general solution of(
5
2 −5

2

1
2 −1

2

)(
X1

X2

)
=

(
2
3

2
15

)

is X1 = 4
15 + a, X2 = a, for a constant, the general solution when λ = −3/2 is

y(x) =
3

5
− x2 + c(1− 5x2).

�

DV HT22


