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Health warning:

The following lecture notes are meant as a rough guide to the lectures. They
are not meant to replace the lectures. You should expect that some mate-
rial in these notes will not be covered in class and that extra material will
be covered during the lectures (especially longer proofs, examples, and ap-
plications). Nevertheless, I will try to follow the notation and the overall
structure of the notes as much as possible. Also, these notes may be updated
during the course of the term. In particular, please alert me if you catch
any typos or errors. I will notify you if I upload an updated version.

1 Introduction

In this course, we will explore various techniques for solving differential
equations, building on basic techniques for solving Differential Equations. A
primary concern will be finding ways to solve and understand inhomogeneous
linear boundary value problems (BVPs), that is an ordinary differential
equation (ODE)

Lu(z) = f(z), a<xz<b (1)

where L is a linear differential operator of the form

Lu = apu™(z) + an_ 0™ V() + - + a0 (z) + agu(x) (2)



and the function f(x) on the right hand side (RHS) is a forcing function in
the system. Along with equation (1) are boundary conditions at z = a and
z =b.

Some questions we will consider:

1. How do we solve the system for an arbitrary function f(z)?
2. Is there always a solution? If so, is it unique?
3. What is the effect of the boundary conditions?

4. Can we solve if the a; = ax(x) are functions of x?

1.1 Motivating example: The diffusion equation

The diffusion equation models many phenomena. Let u = u(z,t) denote a
quantity that depends on one spatial variable x and time ¢ > 0. This could
be a chemical concentration, population, mass, energy, etc. The diffusion
equation can be derived in a very intuitive way: we imagine a segment of
space [a, b]. In this segment the total amount of “stuff” is

b
/ u(z,t)A dx (3)

where A is the cross-sectional area. Now, we simply say that the rate of
change of “stuff” in the segment is equal to the amount that leaves/enters
through the ends plus any stuff that is added/taken away by the external
world. The amount leaving the ends is the flux, denoted ¢, and let f(z,t)
be a local source function — this is the rate u is created or destroyed at = at
time ¢; note it could depend on w itself.

q(x+ Ax)

x=0 X X+ Ax x=1
Figure 1: 1D diffusion

The balance is
d b

b
@/ u(z,t) de = ¢(b,t) — ¢(a,t) +/a f(z,t,u) dr (4)
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By recognising
b
60,1) = 8(a.t) = [ 62(a,t) ds
we obtain

b
/ut—i—czﬁx—fdznzo (5)

But this should hold for any segment, and thus the integrand must vanish:

ut+¢x:f (6)

To complete the system, the flux needs to be related to the quantity u. The
simplest way is through Fick’s Law, which states

@Z)(‘/L"t) = _Dux(xat) (7)

where D is the diffusion constant. Combining (6) and (7), we obtain the
diffusion equation
ug — Dug, = f. (8)

The classic heat equation is the case f = 0. Many interesting and physically
relevant situations are modelled with non-zero f. For example, (8) is a
popular model for population dynamics, where f is used to capture growth
and other interactions of the population. To seek stationary solutions, we
let u; = 0 in (8), and we obtain an equation of the type (1), (2) albeit a
very simple one.

2 Eigenfunction methods

Our first approach to solving linear inhomogeneous BVP’s is through an
eigenfunction expansion. The idea is to exploit the linearity of the operator
by constructing a solution as a superposition of a (generally infinite) set of
functions {y;(z)}. In particular, the y; will be the functions satisfying

Lyi(z) = Nyi(z), 9)

along with homogeneous boundary conditions. Here y; is an eigenfunction
with corresponding eigenvalue );. This is analogous to the linear algebra
eigenproblem

A.f"l = /\zfz (10)

where A is a matrix and Z; an eigenvector with eigenvalue A;.



2.1 Function spaces

In the same way as linear algebra utilises vector spaces, with linear dif-
ferential operators we shall think of function spaces. Consider the infinite
dimensional space of all reasonably well-behaved functions on the interval
a<z<hbh.

Similar to a vector space, we can introduce a set of linearly independent basis
functions y,(x),n = 1,2,...00 such that any ‘reasonable’ function f(x) can
be written as a linear combination of these functions:

f(.CL‘) = chyn(x) (11)
n=0

You have encountered this idea before with Fourier Series, where the basis
functions are sines and cosines; this is merely a generalisation. Hence it
should be clear that we can have different sets of basis functions.

We also define the inner product

b
(u,v) :/ u(x)v(x) de. (12)

Here the overbar denotes complex conjugate. In this course, we will rarely
be concerned with complex valued functions. If it is clear that we are dealing
with real functions, we may drop the overbar for simplicity.

2.1.1 Weighting function

In some instances, the eigenvalue problem and the inner product definition
might include a given weighting function p(x), required to be real and not
change sign on a < x < b. In this case, the relations become

Lyi(z) = Nip(x)y; () (13)
and

b
(u,v) :/ p(x)u(z)v(x) d. (14)

2.2 Adjoint

We also require the notion of the adjoint of an operator. For operator L
with homogenous BC, the adjoint problem (L* BC¥*) is defined by the inner
product relation

(Ly,w) = (y, L"w). (15)



To determine the adjoint, one needs to move the derivatives of the operator
from y to w, and define adjoint boundary conditions so that all boundary
terms vanish.
Example
d2
Let Ly = d—‘z with a < z < b, y(a) = 0 and y/(b) — 3y(b) = 0. We wish to
x

find L*w, such that

b(w)(y”)dwz b(y)(L*w)d:v
J J

To do this, we need to shift the derivatives from y to w using integration by

b b
/ wy'de = wy'lg — / w'y'dz
a a

b
= wy —w'y)® +/ yw"dx

a

parts:

The integral gives the formal part so:

B d?w

~da?’

The inner product only includes integral terms, so the boundary terms must

vanish, which will define boundary conditions on w, i.e. this defines BC*.
Here, we require

w(d)y'(b) = w' (b)y(b) — w(a)y'(a) + w'(a)y(a) = 0.
Using the BC’s /(b) = 3y(b) and y(a) = 0, gives:

0= y(v) (3u(b) -~ /(b)) — w(a)y'(a) + w'(a)y(a)

L*w

As these terms need to vanish for all values of y(b) and y/(a), we can infer
two boundary conditions on w:

e y(b): 3w(b) —w'(b) =0
e y(a): w(a)=0

If L = L* and BC' = BC* then the problem is self-adjoint. If L = L*
but BC' # BC* we still call the operator self-adjoint. (Some books use

the terminology formally self-adjoint if L = L* and fully self-adjoint if both
L =L* and BC = BC*).



2.2.1 Eigenfunction Properties

The main idea in solving the BVP is to construct a solution as a linear
combination of eigenfunctions. There are two fundamental properties of
eigenfunctions that will be vital to this approach.

1. Eigenfunctions of the adjoint problem have the same eigen-
values as the original problem

That is,
Ly =My = 3w > L*w = \w.

2. Eigenfunctions corresponding to different eigenvalues are or-
thogonal

That is, if Ly; = Ajy; (so L w; = )\jwj) and Ly = Ay (L*wy, =
Arwy), then for A\j # A, (y;, wi) = 0.
Proof

AjYjs W)
Lyj, wy,)

yj, L*wg)
Yj» Ak WE,)
= Ae(Yj, wk)-

{
{
{
{

But A\; # Mg so (yj,wg) = 0. (The proof is exactly as for matrix
problems.)

2.3 Inhomogeneous solution process

We are now in a position to outline the construction of solution to the BVP

Ly = f(x)

with linear, homogeneous, separated boundary conditions, denoted BCy(a) =
0, BCy(b) = 0.

Step 1: Solve the eigenvalue problem
Ly = )\y, BCl(a) = 0, BCQ(b) =0

to obtain the eigenvalue-eigenfunction pairs (A;,y;).



Step 2: Solve the adjoint eigenvalue problem
L*w = w, BCi(a)=0, BC5() =0
to obtain (Aj, w;).

Step 3: Assume a solution to the full system Ly = f(x) of the form
y= Z ciyi(x).

To determine the coefficients ¢;, start from Ly = f and take an inner
product with wy:

= Arck Yk, wi) = (f, wy)

We can solve the last equality for the ¢, and we are done! Note that
in the last step we have used the orthogonality property (y;,wy) =

0, j# k.

2.4 Some simple solutions

Note that this construction requires that we are able to determine the eigen-
values/eigenfunctions in the first place. This is by no means guaranteed. But
it will be useful to recall some simple cases, solvable using techniques you’ve
learned before:

e Constant coefficients

Ly=ay +by +cy= My
Try y = €™, then:
am?® +bm+ (c—\) =0

Then:



1. Find roots m; of the quadratic.

2. The general solution is: y = A1e™% 4+ Aye™2%. But note there
are 3 unknowns: Ajp, As, and A, while for a second order equation
there will only be two BC’s.

3. Apply first BC to relate Ay and As.
4. Apply second BC to determine values for A.

e Cauchy-Euler
Ly = az®y" + bxy’ +cy = \y

Try y = 2™, then:
am(m—1)+bm+(c—X) =0

Then y = A1x™ + Asz™2, and repeat the steps above.

2.5 A note on boundary conditions

In the above construction we assumed homogeneous boundary conditions. In
the general case of an inhomogeneous system with inhomogenous boundary
conditions,

Lu = f(x)

(17)
Biu = ;
a useful technique is to split the system in two, i.e. solve both
LU1 = f(iL’), Biul =0 (18)
and
LU2 == 0, Bl"LLQ = Y- (19)

Here, solving for w;(x) has the difficulty of the forcing function but with
zero BC’s while the other equation is homogeneous but has the non-zero
BC’s. Due to linearity, it is easy to see that u(x) = uj(z) + ua(z) solves the
full system (17).

This decomposition can always be performed! and since solving (19) tends to
be an easier matter (for linear systems!), it is safe for us to primarily focus
on the technique of solving the system (18), i.e. homogeneous boundary
conditions.

! As we shall see in Section ??, it requires caution if there is a zero eigenvalue A = 0.



For completeness it is worth noting that one can solve BVPs with inho-
mogeneous BC using an eigenfunction expansion and without needing a
decomposition. The keys are:

1. The eigenfunctions are always determined using homogeneous bound-

ary conditions. Thus, eigenfunctions won’t change whether you “de-
compose” or not. The difference comes in:

2. In going from Line 2 to 3 of (16), care must be taken in the integration
by parts, as boundary terms will generally still be present. (Can you
see why?) These extra boundary terms then carry through to the
formula for the ¢y.

2.6 Example
Let v = f(z) with 0 < # < 1, y(0) = a and y(1) = 8. Then:

BC'’s Incorporated Solution Route
1. Solve y" = Ay, with y(0) = 0 and y(1) = 0.
We get yi(z) = sin(krz) and Ay = —k%*7? with k =1,2,3,....
The problem is self-adjoint (show this as an exercise), so wx = yx =

sin(kmz) and w) = —Apwg.

y' = f(z)

1 1
/ wipy'de = / wy fdx
0 0

1 1
= (y'wr — yw)|§ + / wiydr = / wy fdx
0 0
1 1
= (ywg — waﬁ)](l) + )\k/ wrpydr = / wy fdx
0 0
1 1
= (y'wr — ywi)|o + Meck / wpyrdr = / wy fdw
0 0

1 1
= (y'wr — yw})|f — /<:27r2ck/ sin?(krx)der = / wy fdx
0 0

10



3. Now fol sin?(knz) dr = 1/2, and wy, = sin(kmz), hence
y'wy, — ywi|§ = =k cos(km)y(1) + km cos(0)y(0)

1 1
= —Bkn(-1)* + akr — §k2ﬂ'2ck = / f(z) sin krzdx
0

Solving for ¢, gives us y(z) as a Fourier series.

Decomposed Solution Route

1. Solve two systems separately:

y' = f(z), y(0)=y1)=0
u' =0, u(0)=a, u(l)=4

2. To solve for y, since BC=0 we can jump straight to the formula

B (fywg) 2f01 f(x)sin(kmx) dx
k= _)\k<yk,wk> - k27r2 '

3. The solution for u is easily obtained as
u=(f—a)r+«

4. The full solution is y(x) + u(z).

Although they look different, both approaches give the same solution. Either
way, we see that self-adjoint problems are great: they are less work since
the wy’s are the same as the y;’s.

11



2.7 Connection with linear algebra

There are direct parallels between linear algebra and linear BVPs:

Linear algebra Linear BVP
vector ¥ € R" «+— function y(z) for a <z < b

n b -
DRETES kawk «— (f,9) = / f(z)g(x)dz
k—1 a

dot product inner product

|7 P=7-7>0 «— || fI°=(ff)>0

norm norm

1 vector ¥-wW =0 <— orthogonal function (f,g) =0

Matrix A <— Linear Differential Operator L

Given a vector v, then the product A¥ is a new vector. Similarly, given a
function y(z),
d’y dy
Ly =a—7 + b=
4 dx? dx
evaluates to a new function on a < z < b.
In linear algebra, a common problem is to solve the equation

+ cy

Av=1b

for ¥, given matrix A and vector b. Compare that to our general task of
solving Ly = f for y, given operator L and RHS f.

Eigenvalue problems

Linear algebra Linear BVP
AT=\0 +— Ly=\y

12



How many eigenvalues?

Linear algebra Linear BVP
Aisnxn  Lisordern
Solve |[A—XI| =0

= n eigenvalues oo eigenvalues
Adjoint
Linear algebra Linear BVP
A— AT L— L*
BC’s - BC*’s
Self adjoint if A=AT L =L* BC=BC*

A self-adjoint matrix is called Hermitian. A self-adjoint linear differential
operator is also referred to as Hermitian. We next look at a particular
class of Hermitian operator — Sturm-Liouville operators — that occurs quite
commonly and has very useful properties.

2.8 Sturm-Liouville theory

Sturm—Liouville (SL) theory of second order concerns self-adjoint operators
of the form:

Ly = Ar(z)y
where r(x) > 0 is a weighting function, and the operator L is of the form
d d
=3 (v ) + dlol aso<o (20)

The functions p, ¢, and r are all assumed to be real. It is easy to check that
the operator is formally self-adjoint. It is fully self-adjoint if the boundary
conditions take the separated form

ary(a) + azy/(a) 0

asy(b) + auy/(b) = 0.
Observe also that if p(a) = p(b) = 0, then (Ly,w) = (y, Lw) irrespective of
boundary conditions. This defines the so-called natural interval [a, b] for the
problem.

13



2.8.1 Inhomogeneous SL problems

Since a SL operator is self-adjoint, the eigenfunction expansion process is
quite straightforward. Consider

with homogeneous BC’s. The system can be solved with an eigenfunction
expansion in the same manner as in Section 2.3:

f(z)

<Ly,yk> = (f, yx)
= (y, Lyx) = (fyyx)  (since L = L, wg = yy,) (21)
= (Y, \eryr) = (f, ur)
= ek Uk, TYk) = (f, Uk)-
Thus we obtain the formula
%= s ron) 22

and the full solution is given by
Y= Crik-
k

2.8.2 Transforming an operator to SL form

Many problems encountered in physical systems are Sturm-Liouville. In
fact, though, any operator

Ly = as(2)y"(z) + a1(2)y (2) + ao(2)y(2)

with ag(z) # 0 in the interval can be converted to a SL operator.
To transform to a self-adjoint SL operator, multiply by an integrating factor
function p(z):

paz(z)y" () + pary'(z) + paoy
We then choose i so that the first and second derivatives collapse, i.e. so it
can be expressed in the form

d,
—%(pquy

14



Suppose we are considering the problem

Ly = f(x)

where L is not Sturm-Liouville. We could solve following the approach
in Eq’'n (16); alternatively we could convert to Sturm-Liouville first, and
then proceed using the nice properties of a self-adjoint operator. So, is the
problem self-adjoint or isn’t it?? The key observation is that we are no
longer solving the same problem. We have transformed to a new operator

d

Ly=——(p/
Y dx(py)+qy

which does not satisfy the same equation as the original, that is Ly = f
while Ly = pf. They are both valid, and must ultimately lead to the same
answer in the end.

2.8.3 Further properties

Orthogonality.
Due to the presence of the weighting function, the orthogonality relation is

b
/ k() ()r(z)de = 0. (23)

Eigenvalues.
The functions p, q,r are real, so L = L. Thus, taking the conjugate of both
sides of Lyr = A\pyy gives

Lye=MNeT g
= (yr, LYk) = e (Y, TUR)
but (yx, LUk) = (Lyk, Tr) = Melryr, Te) = Melyp, 70%)  (24)

= A =M

Thus, all eigenvalues are real.
Moreover, if a < x < bis a finite domain, then \’s are discrete and countable:
M <A< A< <A<

Eigenfunctions.

15



The {yr} are a complete set, that is all h(z) with [h%*rdz < oo can be
expanded as

h(z) =Y cryr(x).

Take an inner product with r(x)y;(z):
(rys by = (ry;, > ceyr) = D en{rys, ur) = ¢;(ry;, ;)

_ f; h(x)y;(x)r(z) dx
ff y?(x)r(x) dx

Note: I've used h(z) to make clear that we’re not talking about the solution
to the BVP, rather we are expanding any function that is suitably bounded
on the same domain.

= Cj

2.8.4 Other tidbits

Regular Sturm-Liouville Problems. If the system satisfies all of the
above and the additional conditions

e p(z)>0and r(z) >0ona<z<bh.
e g(x) >0ona<z<h.

e BCs have ajas < 0 and agay > 0,

then all
Proof: Using (yx, Lyx — A\kryx) = 0,

b b b

—/ y(py’)’daz+/ yqydm—/ ydrydr = 0
w ab "

—/ y(py/)’d:z—i—/ qy2da:—)\/ ry?de = 0

b b b
—I-/p(y/)zdx—i-/ qy2d3:—)\/ ry?de = 0

b b
]// ry?dz >0

As a side note, the Rayleigh quotient, R[y] = (y, Ly)/{y,ry), is used ex-
tensively in analysis.

b
—pyy’

a

b b
A= [/ p(y’)de+/ qy* dz — pyy/

a

16



Oscillation theorem [Simplest version]: The k' eigenfunction will have k ze-
roesona <z <b(k=0,1,2,---).

Monotonicity theorem: Comparing two SL problems, SL and é\i, with
the same boundary conditions, the eigenvalues will satisfy Ax > Ay if

B(z) > pz) and §(x) > q(e) and #(z) <r(z) and (,0) < (a,b)

and the strict enquality (or strict inclusion) holds in at least one of these
cases.

3 Green’s function

In this section we will devise an alternative approach to viewing and solving
linear BVP, using the so-called Green’s function.

3.1 Form of the eigenfunction expansion solution

Consider the form of the final solution obtained through the eigenfunction
expansion approach. Taking (16) one step further, we have

Z )\kﬁ ) k()

yka wk

(Of course, this requires all A\ # 0. The case of zero eigenvalue has two
subcases: One where < f,w; >%# 0 and one where this inner product is
zero. In the former sub case, the boundary value problem has no solution,
in the latter, the solution is not unique as you can add any multiple of yy
(the eigenfunction that belongs to the zero eigenvalue) to the solution. This
observation is directly linked to the Fredholm Alternative, which will be
discussed in “Further Mathematical Methods” in HT.)

Let ng = (yx, wy) (normalisation), then:

yz) = i@( /:f@)wk(t)dt) ()
_ / (i (x)) F(t)dt
@ \k
o

17



where -
wi () yx ()

25
o (25)

g(x,t) =
k=1

Thus, we have constructed a solution to Ly = f in the form

b
y(x) = / oz () dt. (26)

The function g(z,t) is called the Green’s function (GF), and the form (25)
is an eigenfunction expansion of g(z,t).

Of course, if we knew the Green’s function, we would have the solution
without any need for the expansion, i.e. no need for the eigenfunctions.
The goal in this section is to understand the properties of the GF and how
to construct it.

Side note: Observe that if L = L*, then wy = y; and:

1
z,t) = t T
o) = 3 Tl
In this case g(z,t) = g(t, ), and we have the important connection between
a self-adjoint operator and a symmetric Green’s function.

3.2 Inverse of differential operator

A nice way to think of the Green’s function is in terms of inverting the
differential operator. Think about the familiar equation AZ = b from linear
algebra, to be solved for the unknown vector . The solution is given by

Z=A"'0,

i.e. we find the solution by multiplying the inverse of the linear operator
(matrix) by the inhomogeneous term. Once you know the inverse operator,
you can solve the problem for any given vector b. In the context of BVP’s,
L is a differential operator, so it stands to reason that the inverse operator
involve integration, hence the form (26). Constructing the Green’s function
is analogous to finding the inverse of the matrix, once we have g we can
write down the solution (26) for any forcing function f(x).

18



3.2.1 An example

There are numerous ways to construct a Green’s function. We’ve already
seen one: the eigenfunction expansion. Another way that you’ve probably
seen before is via variation of parameters®. This approach gives the Green’s
function in a piecewise form.

Let’s take a simple example and look at the behaviour. Consider the BVP:

Ly=—y" = f(z),0<z <1

(27)
y(0) =y(1) =0
The GF via variation of parameters is given by
1=z O<z<(
ﬂLQ_{(lmg E<z<l. (28)

The following properties are easily checked:
e The GF satisfies Lg = 0 if 2 # &3

e g(x,&) satisfies the boundary conditions as a function of x.
e ¢ is continuous on the whole interval [0, 1]

e g is differentiable everywhere except at x = £, where it suffers a jump
in the derivative.

These properties are in fact always true of the GF of a second order linear
operator.? To make sense of this, and to build some physical intuition, we
shall need the notion of the delta function.

3.3 Green’s function via delta function

To fix the context, consider stationary heat conduction in a rod:

—y"(z) = f(x) 0<z<l1 (29)
y(0) =0, y(1) =0. (30)

where y(z) is the temperature field and f(z) is a given heat source density.

2You will not be tested on this method, but if you would like to review the approach
you might check out the textbook Elementary Differential Equations and Boundary Value
Problems, by Boyce and DiPrima.

3Here by L we mean the operator acting on the x variable, i.e. derivatives are with
respect to x — this is sometimes written L,g(z,&) to clarify.

“Note, however, that the function y(z) satisfying Ly = f is continuously differentiable
assuming continuously differentiable f, meaning that the integration with f(x) smooths
out the discontinuity in g.

19



3.3.1 Delta function

The function f(x) describes any heat added or removed from the system
by the outside world. As a simple scenario, consider a point heat source,
say located at the middle of the rod. Physically, this would correspond to
applying heat at a single point only. How would we describe such a situation
mathematically? What should we use for the function f(x)?

The notion of a point source is described by the “delta function” §, charac-
terised by properties

d(z)=0 Vz#0, /oo O(z) dr = 1. (31)

The first property captures the notion of a point function. The second
property constrains the area under the curve (which you might think of as
infinitely thin and infinitely high). This is an idealized point source at = = 0,
a point source at x = a would be given by d(x — a).

The problem is that no classical function satisfies (31) (think: any function
that is non-zero only at a point is either not integrable or integrates to zero).

3.3.2 Approximating the delta function

One way around this is to replace d by an approximating sequence of in-
creasingly narrower functions with normalized area, i.e. f,(z) where

/OO fo(z)de =1 Vn, nh_)rrolo fa(x) =0 Vax #0.

Example: “hat” functions

_ 0 for |z| > 1/n

fnl@) = { n/2  for |z|<1/n (32)

You can verify the f,(x) approach §(z) as n — oo.

3.3.3 Properties of delta function

We have defined ¢ by (31). We can use the approximating functions to ob-
tain further properties.

Sifting property. What happens when ¢ is integrated against another
function?
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Increasing n

n/2

i
I
I
I
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I
I
I
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I
|
I
/

-1/n 0 1/n

Figure 2: Hat functions, see eqn. (32)

Let f(z) be a continuous function, and F(z) = [* f(s)ds its antiderivative.
Now consider approximating sequences:

[e.9]

/_OO 0(x —a)f(x)de = lim folz —a)f(x)dx,

n—oo | _

and if f,, are the hat functions (32),

- tim aa:;in gf(x)d:z: - lim Fa+ (1/71))2;;7(@ —(1/n))
I 3)2—8F(a 9 - 0
Thus, we have
/ Z 5(x — a)f(x)dw = f(a) if f is continuous at a.  (33)
In particular,
/ O; 5(x)f(z)dz = f(0) if f is continuous at z — 0. (34)
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Thus, the delta function can be seen to sift out the value of a function at a
particular point.

Antiderivative of §(z). The antiderivative of the delta function is the
so-called Heaviside function,

/Oo 5(s)ds = H(z) = { ooy (35)

Note that (35) follows by integrating the sequence of approximating func-
tions and showing that the limit is the Heaviside function. That is, if
Hy,(x) = [*_ fa(s)ds, then lim, o Hy(2) = H(z). (We leave this detail as
an exercise!)

3.3.4 Point heat source

Let’s return to the heat conduction BVP with a point heat source of unit
strength at the centre of the rod:
—/(x) =d6(xz—-1/2), 0<x<1 (36)
y(0) = y(1) = 0. (37)

Since 0(z —1/2) =0 Vx # 1/2, this implies
() =0, 0<x<1/2, 1/2<z<]1. (38)

We can easily solve (38) in each of the two separate domains [0,1/2) and
(1/2,1] and then apply the BC (37). But be careful: there are two constants
of integration for each domain, meaning four unknown constants total, and
only two boundary conditions.

As you might expect (since §(x — 1/2) has vanished from (38)), the extra
two conditions come in at x = 1/2. To derive the extra conditions, imagine
integrating equation (36) across z = 1/2:

1/2+ 1/2+
/ —y(x) do = / d(x —1/2) dx, (39)
1/2— 1/2—

where 1/2— (1/2+) signifies just to the left (right) of 1/2. Using property
(31) of the delta function, we have

—ylal =1 = Y/24) -y (1/2-) = -1. (40)
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That is, the presence of the delta function defines a jump condition on y’. °
The other extra condition needed comes as a requirement that y(z) is con-
tinuous across the point source, that is

Yyt =0, (41)

More on this condition below. Solving Equations (38), (37) along with extra
conditions (40) and (41), we obtain the solution

0<z<1/2

u(m):{ —%§+% 1/2<xz<1. (42)

3.3.5 Green’s function construction

To motivate the construction of the Green’s function, consider the heat
conduction problem with an arbitrary heat source:

-/ (x) = f(z), 0<z<1 (43)
y(0) =y(1) =0. (44)
Imagine now describing f by a distribution of point heat sources with vary-

ing strength; that is at point x = £ we imagine placing the point source

f(&)d(x —&).

The idea of the Green’s function is to introduce such an extra parameter &,
and consider the system

—g" (2, &) =8(x—¢&), 0<z<l1 (45)
9(075) = g(lag) =0. (46)

Note that prime denotes differentiation with respect to x, while £ is more
like a place-holding variable. So, we have replaced f(z) by a delta function,
in order to solve for the Green’s function g(z,&).

We have seen how to solve (45), (46) in the last section. The Green’s function
is
1=z O<z<(
g(m’é)_{ (1—x)¢ E<x <. (47)

You can notice that this is exactly the solution (45) one would obtain via
variation of parameters.

*Here, y(¢—) = limate y(2), and y(&+) = limz e y()
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How to get back to the solution of (43), (44)7 For each &, the Green’s
function gives the solution if a point heat source of unit strength were placed
at x = £. Conceptually, then, to get the full solution we must “add up” the
point sources, scaled by the value of the heat source at each point:

1
y(z) = /O oz €) F(€) de. (48)

To verify that this is indeed a solution, we can plug (48) into (43):

1 1
_yf(z) = /0 (2 ) (€) dr = /O Sa—OF(E) dr=f(r) v (49)

3.4 General linear BVP

We now consider a general nth order linear BVP with arbitrary continuous
forcing function,

Ly(z) = any™ (2) + an1y™ V(@) + - + a1y (@) + agy(z) = f(z) (50)

for a < x < b, where each a; = a;(x) is a continuous function, and moreover
an(x) # 0 Vz%. Along with (50) are n boundary conditions, each a linear
combination of y and derivatives up to y(» Y evaluated at z = a,b. For
instance, in the case n = 2, the general form is:

Biy = any(a) + a2y (a) + B11y(b) + B2y’ (b) =1

Boy = cony(a) + /(@) + Bory(b) + By (8) = oy

2.

3.5 General Green’s Function

In the same way as in Section 3.3.4, to solve (50) with homogeneous BC
Biy=0, i=1...n—1,

we first determine the Green’s function by solving

Lg(z,§) =6(x =€), a<z<b

52

SWe’ll return to the case where a,(z) = 0 somewhere in the domain later in the course.
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As before,
implies
Lg(z,§) =0 ona<z<g £<z<b,

i.e. we have a homogeneous problem to solve on two separate domains. As
before, we require extra conditions, which come by integrating Lg(x,§) =
d(x — &) across x = &:
¢t ¢t
| o+ de= [ Sa-gdr (3)
&— £—

The right hand side clearly integrates to one. If we were to perform an
integration by parts on the first term of the left hand side, we would obtain

§+
an(2)g" D (@, O + /5 (an-1 — al)g™ ™V + - + agg(z,€) da = 1.

This equation is balanced by setting a jump condition on the n — 1st deriva-
tive:
9" (2, QI = 1/an(9),

and taking all lower derivatives to be continuous across z = &:
9@, O =0, j=0,1,...n—2.

Once the Green’s function is determined, the solution to the BVP is given
by

b
y(x) = / o, €)F(€) de. (54)

3.6 Another view

There is one more way of viewing the GF. Start from Ly(z) = f(z), and
take an inner product with G(z,£) on both sides of the equation”. We are
not assuming we know G, rather we want to find properties it should satisfy
for us to solve the equation. We obtain

b
(Ly.G) = (G, f@) = [ Glw.€)f(x) (55)

"G will be the Green’s function, but not quite the same one we’ve constructed, so I am
differentiating by using capital G.
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(Note the integration is over x). Now, using the adjoint, we can write
(Ly, G) = (y, L"G) (56)
The idea now is to isolate y. This can be accomplished if
L*G(x,8) = 0(z — €) (57)

in which case the left hand side leaves just y(§), and we have the solution

b
y(€) = ]/ G, &) (x) da. (58)

Comparing with our previous construction, here the big difference is that
the GF is constructed through the adjoint operator — hence we will refer to
this as the adjoint Green’s function. Compare the form of solution with the
form (26):

b
mmz/m@wwﬁ, (59)

we see the subtle difference that in (58) we integrate over the first variable
of the adjoint GF, and the second variable of the GF. For a self-adjoint
operator, the constructions are the same and we must get the same GF, and
indeed as we’ve stated, the GF for a self-adjoint operator is symmetric.

4 Distributions

We’ve seen in Section 3 how the Green’s function can be a valuable tool in
solving BVPs. However, constructing the GF required defining the “delta
function”, which is not really a function at all, at best a limit of functions,
and also saw that the GF suffers a discontinuity in the n — 1st derivative.
We now take a short detour to consider these issues in more detail, by in-
troducing the theory of distributions.

Perhaps the most important feature of the J-“function”: when integrated
against a continuous function, it sifts out the value at = = 0:

/ﬁ5@VWMx=ﬂm.

It is the operation of § on another function that defines the property. This
is the key idea in the theory of distributions, in which a generalized function
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is only thought of in relation to how it affects other functions when “inte-
grated” against them.

We define the delta distribution ¢ such that when it operates on a test function
@, it “sifts out” the value ¢(0) € R.
We write this as

(0,9) = ¢(0),

where § is the J-distribution and ¢ is the test function. (d,¢) reads as “§
applied to ¢”.

We will generalise this idea momentarily. First, we need some tools and
terminology.

Test functions ¢ : R -+ R
¢ € C§°(R), which is short for:

e ¢ € C°(R) differentiable any number of times

e ¢ has “compact support”, i.e. supp ¢ C [—X, X] for some X > 0, i.e.
¢(z) =0 V¢ [-X, X].

So a test function is infinitely smooth, has no kinks or corners, and vanishes
outside a finite region.

Example (see figure):

Let C >0, e>0

- B
doe =13 P (62—(x—a>2> fora—e<z<ate (60)
0 otherwise

One can show (for all integer n > 0):

d
lim ——¢ee(z) =0
x'rlgil-e dzx™ ¢C’ (x)

4.1 Weak derivative

Having defined test functions, we can generalise the notion of a derivative.
Start with the classical definition: let u(z) be a continuously differentiable
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¢C;€(x)

Matches zero Matches zero
“infinitely smoothly’ ’infinitely smoothly’
| |

I I X
a-€ a a+e

Figure 3: Sample test function, corresponding to (60)

function with derivative f(z), so v/(x) = f(x). Now, multiply each side of
the equation by a test function ¢ and integrate over R:

/Ru’¢ dx = /ngi) dz. (61)

Integrating the LHS by parts and using the compact support of ¢, we obtain

_/Rw' dw:/qua dz. (62)

The idea of the weak derivative is to think of (62) as the definition of a
derivative. That is, we say f is the weak derivative of u if (62) holds for all
test functions ¢ € C§°(R)®. The value is that this definition does not require
u to be differentiable, just integrable. Of course, if u is continuously differ-
entiable, the weak derivative and the ordinary one will agree, but a function
that is not continuously differentiable can still have a weak derivative, where
essentially the integration smooths out discontinuities.

8We can also confine to smaller intervals, for instance ¢ € C§°(a,b) means the test
functions have compact support in a bounded subset of (a,b).
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4.2 Distribution definition

This leads us to the notion of a distribution, or a generalised function. A
distribution is not defined at points, but rather it is a global object defined
in terms of its action on test functions. To be more precise:

Definition: A distribution u is a functional mapping test functions ¢ €
C§°(R) to real numbers,

u:¢ e CEMR)— (u, ) € R ((u, ¢) instead of u(¢)) (63)

where the mapping is linear and continuous. While we have motivated the
action (u, ¢) as meaning integration, this is not a requirement.

Linearity is straightforward, and means

(u,ap + ) = alu, ) + f{u, ) Ve, feR Vo, € Cg°(R)  (64)

Continuity is slightly more technical, it means that if ¢, is a sequence of
test functions that converges to zero,

On(x) >0 as n— oo

then
(u, dp) — 0 (65)

as a sequence of real numbers.

To show continuity, what we really need is to be able to switch the order of
“the action of the distribution” (integration) and the limit, that is (65) will
hold if

A (1 6n) = {u, lim o).

It turns out that we can do this if the following holds:
(*) VX > 0 there exists C' > 0, and integer N > 0, such that
i

da™

(u,¢)| <C Y max
m<N

—oo<x<oo

V¢ with support in [—X, X].

For our purposes we will want to show (*) to show continuity, and in fact
you can take this as the definition of continuity.
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Examples

Delta distribution

(0,0) = ¢(0)
linearity: v
continuity, check (*): (9, ¢)| = |¢(0)] < Jnax |p(x)| V¢ with support of
— X<z
¢ in [~ X, X].
i.e. condition (*) is satisfied with C' =1, N = 0.
Generalisation

Let a € R, n > 0. Define (D,, $) = ¢{™(a) (nth derivative).
This is a distribution (to be proved in a problem sheet).

Functions as distributions. For any locally integrable function f(z), a
natural distribution is defined by

w@:/mfwamw

Well-defined, (f,¢) € R V¢ € C5°(R) and linear.

Check:

Continuity? (*): Let X > 0 be given. Claim (*) holds for
X

C:C(X):/ |f(z)|de and N =0
X

f¢%ﬂ/ F(@)$()ds]| = M’f 2)dal

which by the estimation lemma

X
s/ F@)lde_max (6())=C_max (o))

X — X<z —oo<r<o0

Remark: Different continuous functions induce different distributions.

30



Heaviside function H (z)

(H,$) = / Hix )dx:/oooqb(:r)dm

Can check linearity, continuity as an exercise.

Remark: Different functions can lead to the same distribution.
Distributions induced by integrable functions are called regular distributions;
singular distributions if not. The §-distribution is an example of a singular
distribution.

4.3 Operations on distributions

Now we consider some operations that can be performed on distributions.
Let uy,ug,u be distributions, and f1, fo, f be integrable functions (or the
regular distributions induced by them). The notion of integration is not
required for distributions, but the rules for distributions are consistent with
those for locally integrable functions.

Linear combinations of distributions. Let a7, as € R.

[e.9]

(a1 fi + aafo, &) = / (01 fo(2) + o fol))d(z)dz

oo

—Oél/ fi(z dﬂ:+a2/ fa2(z)g(x)dx

= a1 (f1,9) + az(fa, P)

Thus, define aju; + aous for general distributions w1, us via

(quy 4 aoug, ¢) = a1 (u1, @) + az(uz, ¢) V¢ € C°(R)

If wq,uo are distributions, is aju; + asue a distribution? Need to check
linearity and continuity, but we’ll skip this here.

Differentiation of distributions. Differentiation follows the weak deriva-
tive formulated earlier. That is, for a general distribution u, define

<ul7 ¢> = _<u7 ¢/> V(b € C(())O(R)
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If w is distribution, can we be sure that v’ : ¢ — —(u, ¢') is also a distribu-
tion? (It is! — try it as an exercise.)

Example. Let H be the Heaviside function, or the distribution it induces,
i.e.

Coa o= HE) s [ o

H-distribution - H—_function

Show that H' = 6.

(H',¢y =(—H,¢) Def. of derivative of a distribution
= [T ¢ (x)da see earlier example
= —¢l7=5°
= ¢(0) ¢ has compact support
= (0, ¢) Def. of o-distribution

Translation: similar considerations as before, upshot (a € R, u distr):

(ulw —a),6(2)) "= (u(y), dly + a)) = (u(x). 6(z + 0))
Example: (6(z — a), ¢(z)) = (6(x), ¢(x + a)) = ¢(a)
Multiplication: let a(z) be an infinitely differentiable function. We define

(au, ¢) = (u,ag).

Convergence of a sequence of distributions u, u;, uo, ... distributions.
Convergence u; — w as j — 00 means:

lim (uj, ) = (u,¢) Vo € CGg°(R)

Jj—00

Similarly: if u(a) is a family of distributions with a continuous parameter
a, then
convergence u(a) — u(ap) for @ — o means:

lim (u(a), ¢) = (u(ao)d) Vo € C(R)

a—roQ

4.4 Distributed solutions

Consider the equation

Lu = au” + aju’ + agu = f.
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We have always thought about the classical solution, that is a twice con-
tinuously differentiable function u(x) that satisfies the differential equation
identically, i.e. we can take derivatives of u, substitute in, and the equation
checks at every point. With distribution theory and the notion of a gener-
alised function, we now can define a distributed solution. That is, if v and
f are distributions, then Lu is a distribution, defined by the action

(Lu, ¢) = (agu”, ¢) + (a2, ¢) + {aou, )
= (u, (a20)") — (u, (a19)') + (u, a08) ‘= (u, L*¢).

Here L* is the formal adjoint operator. We say that u is a distributed
solution to Lu = f if

(66)

(u, L*¢) = (f, )

holds for all test functions ¢. We highlight again that a function need not
be differentiable in the ordinary sense to satisfy this definition; hence, dis-
tributions provide a way to have well-defined solutions that may have issues
in the classical sense.

In particular, this construction of a distributed solution gives us a new way
to interpret the Green’s function. Since § is really a distribution or a gen-
eralised function, the equation Lg = §(xz — &) should be interpreted in the
distributional sense,

(Lg, ¢) = (6(x = &), )

Moreover, since the Green’s function that we construct is not twice contin-
uously differentiable, it is really a distributed solution. Alternatively, if we
interpret Lg = 0(x — &) as meaning that Lg = 0 everywhere that x # £, then
using the properties of § we can work purely in the “classical” sense. In fact,
the final solution of Ly = f, obtained by integration with ¢, is continuous
and a classical solution.

Final thoughts: If you are interested in distribution theory, it is at the core
of functional analysis. Moreover, the idea of weak formulations has great
use in finite element methods. For us, distribution theory is somewhat of a
detour for this course. One could proceed to write things in a distributional
sense anytime we encounter a ‘delta function’, but we can as well recognise
delta as the limit of continuous functions and satisfying certain properties,
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thus in effect translating to a classical system. Unless we are specifically
interested in a distributional aspect, the latter will be our approach.
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