Linear Algebra II Problem Sheet 2, HT 2020

. Using elementary row operations, compute

1 2 3 0
5 0 2 1
detl 1 1 o9 3
2 1 3 -2
. Ifxy,29, - ,x, € R show by induction that for n > 2 we have
1 a2t
1 To N x;71
Vi=1. . . . = H (xj - zi)'
- : : 1<i<j<n
]_ Tn cee :L'Z*l

[Hint: if ¢; denotes the ith column of V;,, then carry out successively the column operations
Cp = Cp — X1Cp—1, Cn—1 +2> Cp—1 — T1Cp—2, " ,C2 > C2 — T1C1, to find that
Vi = (x2 —21) (23 — 21) -+ (20 — 21) V4
where V! _, is the same as V;,_; but with z1, 2, -, 2, replaced with zo, 3, , Tp.]
. Let B = (b;;) be an upper triangular n x n matrix, so b;; = 0 if ¢ > j.
(i) Show that det B =[], bi.
(ii) Show that A is an eigenvalue of B if and only if it equals b;; for some 7.
. For n > 2 let J be the n x n matrix all of whose entries are 1.
(i) Show that (1,1,---,1)7 is an eigenvector with eigenvalue n.
(ii) Given that 0 is an eigenvalue, find the eigenvectors with eigenvalue 0.

. Let V be a finite dimensional real vector space, and S : V — V a linear mapping with S = I.
Show that

(i) if X is an eigenvalue of S, then A\ = £1.

(i) V=U®W, where U ={ueV:Su=uland W ={weV:Sw=—w} [Hint:
v=2(v+5v)+ 3(v—Sv).]

Deduce that V' has a basis with respect to which the matrix of S is the diagonal matrix

I, 0
0 _In—r '

Now suppose that T : V — V is linear and satisfies ST = TS and T? = I. Show that
TU)CUand that U=X @Y, where X ={u €U :Tu=u}and Y ={u e U : Tu = —u}.
Deduce that there exists a basis of V relative to which all three maps S,T and ST are
represented by diagonal matrices.

. Let E be a square matrix over C such that E**1 = 0 for some k > 1. Show, by explicitly
computing an inverse, that the matrix I — AE is invertible for all A € C. What can you
deduce about the eigenvalues of E?



