Prelims Statistics and Data Analysis — Sheet 1 TT 2020

1. Suppose X1,..., X, is a random sample from a distribution with mean ; and variance o2.

Let X =Y X;/nand S? =Y | (X; — X)?/(n — 1) be the sample mean and variance.

(i) Find E(X) and var(X).
(ii) Using 3(X; — X)? =Y {(X; — ) + (1 — X)}? show that
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By taking expectations show that E(S?) = o2.

2. Let Xy,..., X, be independent identically distributed random variables. Find the maximum
likelihood estimators of the parameter 6 for the following distributions. (In each case r is a
known positive integer.)

(i) X; has a binomial distribution with parameters r and 6.

(ii) X; has a negative binomial distribution with probability mass function

r+z—1
T

f@;g):( >9T(19)w, 2=0,1,2,....

(iii) X; has a gamma distribution with probability density function
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3. Suppose that in a population of twins, males (M) and females (F) are equally likely to occur

and that the probability that twins are identical is #. If twins are not identical, their genders
are independent (if they are identical, their genders are the same).

(i) Show that, ignoring birth order, P(M M) = P(FF) = (1460)/4and P(MF) = (1-0)/2.

(ii) Suppose that n twins are sampled. It is found that ny are MM, ny are FF, and ng
are M F, but it is not known which twins are identical. Find the maximum likelihood
estimator of 6.

4. Suppose X is a normal random variable with mean y and variance o2.

(i) If a and b are constants, show that aX + b has a normal distribution and find its mean
and variance.
(i) If Z = (X — u)/o, deduce that Z ~ N(0, 1).

(iii) Using (ii) find P(X < ) in terms of ®, where ® is the cumulative distribution function
of a N(0,1) random variable.

(iv) If ¢ > 0 is a constant, show that P(y —co < X < p+ co) does not depend on y or o.

5. It is a standard result, which you may assume, that if X; and X, are independent and
normally distributed random variables, then X; 4+ X5 is normally distributed.

Suppose X1, ..., X, are independent normal random variables, X; having mean u; and vari-
ance 0'7;2. If aq,...,a, are constants, show that Z?:l a; X; is normally distributed and find
its mean and variance.



. In the previous question, you might find it frustrating to be told: “It is a standard result,
which you may assume ...”". One nice way to prove the result is to use moment generating
functions — see Probability in 2nd year. Here are the steps of a different proof.

(a) Let X and Y be independent N (0, 1) random variables.

(i) Write down the joint density function fxy(z,y).
(ii) Let a and b be constants (not both zero). For any z € R, we know that

PlaX +bY <z2) = //A fxy(x,y)dzdy

where A is the region of the xy-plane in which ax + by < z. By changing variables
in this integral from (x,y) to (u,v) where v = ax + by, v = bx — ay, show that
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(iii) Hence show that
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[Remember that p.d.f.s integrate to 1, there’s no need to actually do any integration.)

P(aX +0bY <z

(iv) Deduce that aX +bY ~ N(0,a? + b?).

(b) Now suppose X; and X5 are independent, X; ~ N(u;,0?) for i = 1,2. If a; and as are
constants (not both zero), use (a)(iv) (and question 4) to show that

a1 X1 + a2 X2 ~ N(aip + azpe, a%a% + a%aQ).



