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Summary

I A non-Western prelude

I Newton and the Binomial Theorem

I Other 17th century discoveries

I Ideas of convergence

I Much 18th century progress: power series

I Doubts — and more on convergence



The Kerala School

Flourished in Southern India from the 14th to the 16th centuries,
working on mathematical and astronomical problems

Names associated with the school: Narayana Pandita, Madhava of
Sangamagrama, Vatasseri Parameshvara Nambudiri, Kelallur
Nilakantha Somayaji, Jyes.t.hadeva, Achyuta Pisharati, Melpathur
Narayana Bhattathiri, Achyutha Pisharodi, Narayana Bhattathiri

Treatises on arithmetic, algebra, geometry, inc. methods for
approximation of roots of equations, discussion of magic squares,
infinite series, . . .



The Kerala School

Flourished in Southern India from the 14th to the 16th centuries,
working on mathematical and astronomical problems

Names associated with the school: Narayana Pandita, Madhava of
Sangamagrama, Vatasseri Parameshvara Nambudiri, Kelallur
Nilakantha Somayaji, Jyes.t.hadeva, Achyuta Pisharati, Melpathur
Narayana Bhattathiri, Achyutha Pisharodi, Narayana Bhattathiri

Treatises on arithmetic, algebra, geometry, inc. methods for
approximation of roots of equations, discussion of magic squares,
infinite series, . . .



Tantrasamgraha (1501)

Completed by Kelallur Nilakantha Somayaji (1444–1544) in 1501;
concerns astronomical computations



Keralan series

Infinite series for trigonometric functions appear in Sanskrit verse
in an anonymous commentary on the Tantrasamgraha, entitled the
Tantrasamgraha-vyakhya, of c. 1530:

Proof supplied by Jyes.t.hadeva in his Yuktibhās. ā (1530)



Keralan series

From the Tantrasamgraha-vyakhya:

The product of the given Sine and the radius divided by the Cosine is the

first result. From the first, [and then, second, third] etc., results obtain

[successively] a sequence of results by taking repeatedly the square of the

Sine as the multiplier and the square of the Cosine as the divisor. Divide

[the above results] in order by the odd numbers one, three, etc. [to get

the full sequence of terms]. From the sum of the odd terms, subtract the

sum of the even terms. [The results] become the arc. In this connection,

it is laid down that the [Sine of the] arc or [that of] its complement,

which ever is smaller, should be taken here [as the given Sine]; otherwise,

the terms obtained by the [above] repeated process will not tend to the

vanishing magnitude.

Modern interpretation:

Rθ =
R(R sin θ)1

1(R cos θ)1
−R(R sin θ)3

3(R cos θ)3
+
R(R sin θ)5

5(R cos θ)5
−· · · (R sin θ < R cos θ)



Keralan series

But these results were
unknown in the West until
the 1830s

As we will see, the series for
arctan was reproduced
independently in Scotland in
the 1670s



Infinite series 1600–1900: an overview

Lecture VII:

I mid–late 17th century: many discoveries

I early 18th century: much progress

I later 18th century: doubts and questions

Lecture VIII:

I early 19th century: Fourier series

I early 19th century: convergence better understood



Newton and the general binomial theorem

CUL Add. MS 3958.3, f. 72

(See lecture IV)



Recall: Newton’s integration of (1 + x)−1

(1 + x)−1 (1 + x)0 (1 + x)1 (1 + x)2 (1 + x)3 (1 + x)4 · · ·

x 1 1 1 1 1 1 · · ·

x2

2
-1 0 1 2 3 4 · · ·

x3

3
1 0 0 1 3 6 · · ·

x4

4
-1 0 0 0 1 4 · · ·

x5

5
1 0 0 0 0 1 · · ·
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The entry in the row labelled xm

m
and the column labelled (1 + x)n is the coefficient of xm

m
in

∫
(1 + x)ndx . (NB.

Newton did not use the notation
∫

(1 + x)ndx .)



Newton’s method of extrapolation

In fact, this method extends easily to any integer n

Newton’s explanation:

The property of which table is y t y e sum of any figure and
y e figure above it is equal to y e figure next after it save
one. Also y e numerall progressions are of these forms.

a a a a
b a + b 2a + b 3a + b
c b + c a + 2b + c 3a + 3b + c
d c + d b + 2c + d a + 3b + 3c + d
e d + e c + 2d + e b + 3c + 3d + e

&c .

(See: Mathematics emerging, §8.1.1.)



Newton and the general binomial theorem

CUL Add. MS 3958.3, f. 72



Newton’s method of interpolation



Newton’s method of interpolation

(1 − x2)−1 (1 − x2)
− 1

2 (1 − x2)0 (1 − x2)
1
2 (1 − x2)1 (1 − x2)

3
2 (1 − x2)2 · · ·

x 1 1 1 1 1 1 1 · · ·

−
x3

3
-1 −

1

2
0

1

2
1

3

2
2 · · ·

x5

5
1

3

8
0 −

1

8
0

3

8
1 · · ·

−
x7

7
-1 −

5

16
0

3

48
0 −

1

16
0 · · ·

x9

9
1

35

128
0 −

15

384
0

3

128
0 · · ·
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The entry in the row labelled ± xm

m
and the column labelled (1− x2)n is the coefficient of ± xm

m
in

∫
(1− x2)ndx .

(NB: possible slips in the last two rows of the original table)



Newton’s method of interpolation

Can fill in some initial values by other methods

Newton applied the formula(
n
k

)
=

n(n − 1)(n − 2) · · · (n − k + 1)

k!

to fractional n, so that(
1/2
1

)
=

1

2
,

(
1/2
2

)
=

1/2(1/2− 1)

2!
= −1

8

and so on



Newton’s and the general binomial theorem

Newton went on to extend this method to other fractional powers,
and also to (a + bx)n, thereby convincing himself of the truth of
the general binomial theorem — but this was not proved until the
19th century

On Newton and the binomial theorem, see
https://www.youtube.com/watch?v=xv PWwdDWDk

https://www.youtube.com/watch?v=xv_PWwdDWDk


One more table

The table at the bottom
of the page gives the
interpolations for (1 + x)n

for half-integer n



Further discoveries by Newton

By further interpolations and integrations (based on strong
geometric intuition) Newton found further series for:

I (1 + x)p/q

I log, antilog

I sin, tan, ... (NB: cosine was not yet much in use)

I arcsin, arctan, ...

(See: Mathematics emerging, §§8.1.2–8.1.3.)



Newton on the move from finite to infinite series

And whatever common analysis performs by equations
made up of a finite number of terms (whenever it may
be possible), this method may always perform by infinite
equations: in consequence, I have never hesitated to be-
stow on it also the name of analysis.

(De analysi, 1669; Derek T. Whiteside, The mathematical papers
of Isaac Newton, CUP, 1967–1981, vol. II, p. 241)



Other 17th-century discoveries (1a)
Brouncker, c. 1655, published 1668: area under the hyperbola

given by
1

1× 2
+

1

3× 4
+

1

5× 6
+ · · ·



Other 17th-century discoveries (1b)

...



Other 17th-century discoveries (2)

Mercator’s series (1668), found
by long division:

1

1 + a
= 1−a+aa−a3 +a4 (&c.)

Gives rise to series for log



Other 17th-century discoveries (3)

James Gregory (1671):

I general binomial expansion

I series for tan, sec, and others, including

θ = tan θ − 1

2
tan3 θ +

1

5
tan5 θ − · · ·

for −π
4 ≤ θ ≤

π
4

Gregory to Collins, 23rd November 1670:

I suppose these series I send here enclosed, may have some
affinity with those inventions you advertise me that Mr.
Newton had discovered.

(On Gregory’s work, see: Mathematics emerging, §8.1.4.)



Other 17th-century discoveries (4)

Gottfried Wilhelm Leibniz (1675):

The area of a circle with unit diameter is given by

π

4
= 1− 1

3
+

1

5
− 1

7
+

1

9
− 1

11
+ &c .

The error in the sum is successively less than 1
3 , 1

5 , 1
7 , etc.

Therefore the series as a whole contains all approxima-
tions at once, or values greater than correct and less than
correct: for according to how far it is understood to be
continued, the error will be smaller than a given fraction,
and therefore also less than any given quantity. Therefore
the series as a whole expresses the exact value.

(See: Mathematics emerging, §8.3.)



Series in the 17th century: ‘convergence’

John Wallis (1656), Arithmetica infinitorum:

� =
4

π
=

3× 3× 5× 5× 7× 7× · · ·
2× 4× 4× 6× 6× 8× · · ·

(Determined that

� >

√
3

2
, � <

3

2

√
3

4
, � >

(
3× 3

2× 4

)√
5

4
,

and so on)

Brouncker (1668): grouping of terms

Leibniz (1675): ‘alternating’ series



Power series in the 17th century

Power series (infinite polynomials):

I enabled term-by-term integration for difficult quadratures;

I helped establish sine, log, ... as ‘functions’ (transcendental);

I encouraged a move from geometric to algebraic descriptions;

I for Newton (and others) inextricably linked with calculus.

Power series rank with calculus as a major advance of the
17th century



Calculus and series combined

Newton’s treatise of 1671,
published 1736

THE

METHOD of FLUXIONS
AND

INFINITE SERIES;
WITH ITS

Application to the Geometry of CURVE-LINES.

By the INVENTOR

Sir I S A A C NEWTON,^
Late Prefident of the Royal Society.

^ranjlatedfrom the AUTHOR'* LATIN ORIGINAL
not yet made publick.

To which is fubjoin'd,

A PERPETUAL COMMENT upon the whole Work,

Confiding of

ANN OTATIONS, ILLU STRATION s, and SUPPLEMENTS,
In order to make this Treatife

Acomplcat Inftitution for the ufe o/' LEARNERS.

By JOHN CO L SON, M. A. andF.R.S.
Mafter of Sir Jofeph fFilliamfon's free Mathematical-School at Rochejter.

LONDON:
Printed by HENRY WOODFALLJ

And Sold by JOHN NOURSE, at the Lamb without Temple-Bar.

M.DCC.XXXVI.



Move on to the 18th century

Eighteenth century:

I as in 17th century, much progress;

I also many questions and doubts



Taylor series

Brook Taylor,
The method of direct and
inverse increments (1715)



Taylor series

(See: Mathematics emerging, §8.2.1.)



Taylor series

Taylor denoted a small change in x by x. (our δx), a small change in x. by

x .. (our δ(δx)), and so on

Dependent variable x ; independent variable z increases uniformly with
time

x increases to x + δx in time δt; after a further interval of δt, x has
become x + δx + δ(x + δx) = x + 2δx + δ(δx); continuing:

x +
n

1
δx +

n(n − 1)

1 · 2
δ(δx) +

n(n − 1)(n − 2)

1 · 2 · 3
δ(δ(δx)) + · · ·

= x+δx
nδz

1δz
+δ(δx)

nδz(n − 1)δz

1 · 2 · (δz)2
+δ(δ(δx))

nδz(n − 1)δz(n − 2)δz

1 · 2 · 3(δz)3
+· · ·



Taylor series

x + δx
nδz

1δz
+ δ(δx)

nδz(n − 1)δz

1 · 2 · (δz)2
+ δ(δ(δx))

nδz(n − 1)δz(n − 2)δz

1 · 2 · 3(δz)3
+ · · ·

Assumptions:

I (n − k)δz ≈ nδz , since δz is small, so replace each (n − k)δz by v ,
a constant

I δx ∝ ẋ and δz ∝ ż , so in each case the former can be replaced by
the latter

In essence (in modern terms):
δx

δz
→ dx

dz
,
δ(δx)

(δz)2
→ d2x

dz2
, and so on

Again in modern terms, we arrive at:

x +
dx

dz
v +

d2x

dz2

v2

1 · 2
+

d3x

dz3

v3

1 · 2 · 3
+ · · ·

Cf. Taylor’s notation in Mathematics Emerging, §8.1.2



Maclaurin’s Treatise of fluxions, vol. II, p. 610
Suppose that y can be expressed as
A + Bz + Cz2 + Dz3 + · · ·

When z vanishes, y = E , ẏ = Ė ,

ÿ = Ë ,
∴
y =

∴
E , and so on

z is assumed to flow uniformly, so
that ż = const

By repeatedly taking fluxions, we
may calculate in turn: A = E ,

B = Ė ż , C = Ë
2z̈2 , D =

∴
E

6ż3 , etc.

“the law of the continuation of [the]
series is manifest”

(Mathematics emerging, §8.2.2.)



Euler’s Introductio

Leonhard Euler, Introduction
to analysis of the infinite
(1748)



Euler’s Introductio

Incorporated power series into the definition of a function:

A function of a variable quantity is an analytic expression
composed in any way whatsoever of the variable quantity
and numbers or constant quantities.

Euler derived series for sine, cosine, exp, log, etc.;

he also discovered relationships between them, for example:

cos v =
1

2
(e iv + e−iv )



An application of series

Abraham de Moivre posed this
problem about confidence intervals:

What are the Odds that after a
certain number of Experiments have
been made concerning the
happening or failing of Events, the
Accidents of Contingency will not
afterwards vary from those of
Observation beyond certain Limits?

His answer involved clever (but
non-rigorous) summation and
manipulation of infinite series.

(Mathematics emerging, §7.1.3.)



Doubts

D’Alembert, 1761:

... all reasoning and calculation
based on series that do not
converge, or that one may
suppose not to, always seems to
me extremely suspect, even when
the results of this reasoning agree
with truths known in other ways.

Introduced, without proof, what
came to be known (in a more
general setting) as d’Alembert’s
ratio test.

(See: Mathematics emerging,
§8.3.1.)



Lagrange’s use of series

J.-L. Lagrange, Théorie des
fonctions analytiques (1797)

Lagrange’s use of series: an
attempt to liberate calculus
from infinitely small quantities
(essentially by treating only
those functions that may be
described by power series)



Lagrange and convergence

... [one needs] a way of stopping the expansion of the
series at any term one wants and of estimating the value
of the remainder of the series.

This problem, one of the most important in the theory
of series, has not yet been resolved in a general way

Lagrange found bounds for the ‘remainder’ ...
and applied his findings to the binomial series ...

thus proving what Newton had taken for granted

(See: Mathematics emerging, §8.3.2.)


