Matrix eigenvalue problems and linear systems

Introduction

Eigenvalue problems Axr = Az and linear systems Az = b are the two
central problems addressed in numerical linear algebra. These are both of
fundamental importance in scientific computing, as most problems eventu-
ally boil down to one of the two (or their variant), taking up a bulk of the
computational effort.

The Singular Value Decomposition (SVD) A = UXVT, which is closely
related to eigenvalue problems, is also worth the special mention for its enor-
mous importance in applications in data science.

While extensive studies have been devoted to these problems, a number of
open problems remain, and many interesting questions have been identified
with the rapid surge of data science, with significant ramifications in applica-
tions. For example, the randomised Kaczmarz method is now an attractive
method for linear systems when the matrix is too large to fit in memory and
one is willing to settle with a good approximate solution rather than an exact
solution; but its convergence behavior is not fully understood. Other topics
recently developed and awaiting further investigations include the Cholesky
QR algorithm for QR factorisation, and genearlisations of Sylvester’s law
of inertia. There is also room for further explorations in classical topics in
matrix analysis and eigenvalue perturbation theory.

Project

This project aims to explore, experiment, examine and potentially resolve
problems in numerical linear algebra. Possible topics include

1. Explorations and convergence analysis of the randomised Kaczmarz
method

2. Explorations of the Cholesky QR algorithm, e.g. for spectral divide-
and-conquer methods for eigenvalue problems and the SVD

3. Investigate analyticity of eigenvalues and eigenvectors near crossing
(requires complex analysis background)

4. Generalisations of Sylvester’s law of inertia

5. Matrix (eigenvalue/vector) perturbation theory



Prerequisites

Prelims Linear Algebra. Part A Numerical Analysis is highly recom-
mended. Part A courses on Probability and Complex Analysis would also be
helpful.
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