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A verification of this claim, left for problem 10.1, amounts to tedious pis
grinding.

Since Chapter 2, we have been referring to dictionaries (10.7) as feasibic ¥
for all r € B. Now we shall refer to (10.7) as dual-feasible if the corresponc
dictionary (10.8) is feasible. Thus, (10.7) is dual-feasible if and only if T, <
seN.

THE DUAL SIMPLEX METHOD B aration

B EE ®erzhon of

As observed in Chapter 5, every LP problem in the standard form may be solv
applying the simplex method to its dual; that is, an optimal solution of the pes

problem may be read off the optimal dictionary for the dual problem. The obss ol
tions made in the last section imply that this strategy may be implemented with -+ 11y, -
any reference to the dual problem: the sequence of feasible dictionaries creatss =y, -
the simplex method working on the dual problem may be represented by a seque B 4,

of dual-feasible dictionaries associated with the primal problem. The resud
algorithm, designed by C. E. Lemke (1954) and known as the dual simplex mes
constitutes a valuable tool of sensitivity analysis.

An explicit description of the dual simplex method follows mechanically from
fact that a dual variable y, is basic in (10.8) if and only if the corresponding prs
variable x, is nonbasic in (10.7). Thus, a dual dictionary arising from (10.8) &
single pivot, with y; entering and y; leaving the basis, will correspond to the pr
dictionary arising from (10.7) by a single pivot, with x; leaving and X; entering

B sanisfies (10.¢
il feasible b
> — Dforallsec
Em the computa

e is infeasi
s reference to |
®_and so the i

basis. In particular, if (10.8) is one of the feasible dictionaries created by the simg -
method, then y; and y; are determined by the familiar rules: the choice of y, is m =N
vated by the desire to increase —w and the choice of y; is dictated by the ness assumes a |
preserve feasibility when y; increases. Formally, i may be any subscript i € B

B, <0 ( 7. we saw hc

lout the use of d
& wath only the m
Working out the

and j must be a subscript j € N that has
ﬁ,-j < 0 and EJ/HU < Es/ﬁl-s for all seN Wlth ais < 0 tln

Hence an iteration of the dual simplex method, beginning with a dual-feas Sow 55 the leavin
dictionary (10.7), consists of first choosing a subscript i € B that satisfies (10.9). @
finding a subscript j € N that satisfies (10.10), and finally pivoting, with x; leaws
and x; entering the basis.

For illustration, suppose that (10.7) reads

Sow is the enterir
) Bow are the numl

Sow are the numt

@eestion does not

XKy == 33— Moy + base readily availat
X3= 33— x;+ 3x,— 2x; swer the sécond qu
z = 12 —4x; — x4 — Xs. Eatured in (10.1(
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0 tedious pluggime wse the leaving variable, we examine b; = —4 and b, = 3; the leaving vari-
be x,. To find the entering variable, we examine the ratios ¢,/a,, = 4/3
%.< = 1 (ignoring ¢,/a,, since @, > 0); the entering variable must be x.
W with x5 entering and x, leaving the basis yields the dual-feasible dictionary

).7) as feasible if &
the corresponding
id only if ¢, < 0 & =
= — 0 — le + 5x2 = IQX4

- 4 + x[ = SX2 + llx‘1_

= 8 — x; — x,— 12x,.

2l each iteration of the dual simplex method is nothing but a disguised
of an iteration of the simplex method working on the dual problem. This
“:r example disguises the iteration that leads from

form may be solves
solution of the pm
problem. The obss
* implemented wi
lictionaries creasss
resented by a segues
‘oblem. The resu:
¢ dual simplex mes

= = 4 — 3y, + vy, = 1+ 2y; — Vs

e — 1+ 11y, — 3y, " ya= 1— 5y3+ 3ys
o

== 1- y + 2y Yo = 12+ 19y; — 1lys

- *—12 + 4y1 - 3y3 —W = _8 + 5y3 — 4y5.

» ¢ = B satisfies (10.9), then the computations terminate: since dictionary (10.7)
saly dual-feasible but also feasible, it describes an optimal solution x¥, x%, . . .,
% xf = Oforall se Nand x} = b, for all r € B. Similarly, if no j e N satisfies
"\ then the computations terminate: since the dual problem is unbounded, the
¢ problem is infeasible. The latter conclusion may be also reached directly,
any reference to the dual problem: if no j € N satisfies (10.10), then @;, > 0
g and x; entering s= N, and so the right-hand side of the equation

reated by the simai L a

e choice of y; is e ' j SEZN T
ctated by the ness
7 subscript ie B =

mechanically froms
corresponding pes
sing from (10.8) &=
respond to the prs
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% < 0, assumes a negative value whenever the values of all x(se N) are
pesative,

= Chapter 7, we saw how the simplex method may be implemented in the revised

' met without the use of dictionaries. The dual simplex method may be implemented
tarly, with only the numbers b,(r € B) and ¢,(s € N) stored and updated in each
wson. Working out the details amounts to answering the following four questions:

< 0. (1000

with a dual-feasie. How is the leaving variable x; found?
t satisfies (10.9), the

= How is the entering variable x; found?
ting, with x; leavimg

=) How are the numbers b, updated?

! How are the numbers ¢, updated?

Srst question does not present any difficulty since the numbers b,(r € B) featured
©19) are readily available.

o answer the second question, we need only find a way of recovering the numbers
+ = N) featured in (10.10) from the original data. For this purpose, let us recall
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that the first m rows of dictionary (10.7) may be recorded (in the notation of Chapter 7)
as

BOX 101 @

Xz = B7'b — B™1Ax,. (10.11) Sep 1. If x3
If the leaving variable x; appears in the pth position of the basis heading, then = = feaving va
is the pth equation in (10.11) that expresses x; in terms of the nonbasic variables Sep 2 Solve
and so it is the pth row of the matrix B~'Ay that consists of the desired numbess WSSy matri
d;s. But the pth row of B™'Ay equals vAy with v standing for the pth row of B~* Sess beading.
in turn, v itself may be found by solving the system vB = e with e stanaing for the w3 letJ
pth row of the m x m identity matrix. Hence the numbers @(s € N) may be com ) = empty t
puted by first solving the system vB = e and then computing the row vector wy = it minimiz
vAy; each @ is a component w; of this vector wy. i B4 Solve

To answer the third question, we need only recall that the numbers b,(r € B) ame -3
nothing but the components x}(r € B) of the vector x* = [x¥, x%,..., x¥,,]" asse QS Sct th
ciated with dictionary (10.7); in fact, (10.11) may be written as s x «

BB by the en

Xp = X} — B 1Axy. samzble by th

wth s £ i

These numbers may be updated as in Chapter 7: having determined the enterimg
variable x;, and therefore the entering column a, we solve the system Bd = a ané
replace x§ by x§ — td, with ¢ standing for the new value of the entering variable !
This value t equals b;/a;;, which may be written as x}/w;. i dliestration,

To answer the fourth question, let us record the last row of (10.7) as

rn»’ CcX
z=d+Tx;+ Y Tx,

seR

with s € R if and only if se N and s # j. Since pivoting amounts to substituting fa —6 1
x; from oy
—2 1
Xy = (’D} -x =) ﬁ,-sxs)/ﬁij 3
seR
the formula for z gets updated into mitiali
zZ = a + E}(Bl == x,- - Z ﬁi,xs)/ﬁ,-j + Z Esxs. fI‘;_‘
seR seR I‘; -
After simplification, and writing w, for each @(s € N), we obtain ix
6 T I€..T,.
z=d + b, ) — (T;/w)x; T, — w, —L|x.. = >
( + b; w,-) (@;/whx; + s;z( L — W, L =<
Thus, the new coefficient ¢; at x; equals —¢;/w;, and the coefficient T, at each The leay
with s € R gets replaced by ¢, — T;w,/w; = ¢, + T;w,. Since B
These findings are summarized in Box 10.1. Rather than beginning with a &
feasible dictionary (10.7), the iteration begins just with a vector x} whose compome
xf(r € B) are the numbers b, and with a vector €y whose components are the num# W W,

C4(s € N).
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| the notation af il

Iteration of the Revised Dual Simplex Method

¥ x3 > 0 then stop: x* is an optimal solution. Otherwise, choose

RE V. i 2 i i i . i .*
the basis heal 2 variable; this may be any basic variable x; with x¥ < 0.

of the nonbase '~ Solve the system vB = e with e standing for the pth row of the
sts of the deswred % matrix and with p such that x; appears in the pth position of the
\g for the pth rom seding. Compute wy = vAy.

= e with e stanoms = Let J be the set of those nonbasic variables x ; for which w; < 0.
i1s (s € N) man =mpty then stop: the problem is infeasible. Otherwise, find the X; in
1iting the row » mmimizes T;/w; and let it be the entering variable.

F Solve the system Bd = a with a standing for the entering column.
: the numbers s s

Set the value x} of the entering variable at ¢ = xf/w; and replace
w5 x5 of the basic variables by xj — td. Replace the leaving column
% the entering column and, in the basis heading, replace the leaving
%= by the entering variable. Set T, = —¢;/w; and add cw, to each

5 =0

g determined the &
ve the system Bd
ie of the entermg

“r=tion, we shall apply the revised dual simplex method to the problem

w of (10.7) as cx subjectto Ax =h, x>0

imounts to substms 1 2 4 1 0
3 2 -1 -5 0 1 of b=|-2]
2 1 0 2 0 o0 1 14

-3 -3 -6 0 0

» mitialize by
px3 14
2| = | -25

§x* 14

obtain

&."‘1? 62, .53’ 64] = [—5, _3, _3, _6].
¢ iteration begins.

1e coefficient 7, = & . The leaving variable is x.

-

Since B = I, the system vB = [0, 1, 0] reduces to v = [0, 1, 0]. We have

1an beginning wits
sctor x§ whose com
ymponents are the =

—6 1 9 4
LW, Wy, wy] =v| 3 -2 -1 —-5|=[3 -2 -1, —5].
-2 1 0 2
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Wew 1. Since x§ > 0, ¢
e been made in step
iy necessary.)

Step 3. The set J consists of x,, x3, x,. Comparing the ratios 3/2, 3/1, and 6/5
we find that x, has to enter the basis.

Step 4. Since B = I, the system
S=msions to the general

4 4
Bd =|—-5| reducesto d =|—-5]|. EEnze ox subjeci
2 )

& Bllows. For every bas

Step 5. Wehavet = x¥/wy = 5, Sa¥s + oyXy = ¢x(BT

“Tite EN = CN - 'y

x% 14 — 4t -6 1 4 e Gy
xp=|xi|= t - 3 s B=E, with E, = -5 = with ; > 0 has x
X% 14 — 2t 4 ’ | =mztion of the revised ¢

3 “ssistion x* and with th

[€1, T2, T3, C6] = [—5 + 3Cs, —3 — 285, —3 — T, o]
o = [-86, —06, —1.8, —12].

The second iteration begins.
2% 10.2  An Iteration ¢

Step 1. The leaving variable is xs. Bl If ], < xt <y

: = X3 s U
wse the leaving variab]
= > u,.

Step 2. Solving the system vB = [1,0,0] we find v = [1, 0.8, 0]. Hence

. 1 ) . = Solve the system
[wowawawe] =v| 3 —2 —1  1]|=[-36 -06,1208] gy matrix and with

o : . ; = cading. Compute w,
3 Ifx} < [, then Ic
w; < 0, xF < u; or
“ose nonbasic variables
- = empty then stop: th
M= minimizes [¢;/w,| ang

Step 3. The set J consists of x; and x,. Comparing the ratios 8.6/3.6 and 0.6/
we find that x, has to enter the basis.

Step 4. Solving the system

{ —06

e
Bd=|—2| wefind d=| 04]. e Solve the system I
1 0.2 . i Set 1 = (x* — )

= = Replace the value
Sesic variables by x¥ -

Step 5. Wehave t = x¥/w, = 10,
===z column and, in ¢

X% ¢ 10 —0.6 8= entering variable. Set
xi=|xt|=|5-04t|=| 1|, B=EE, with E,=| 04 I A
X% 4 — 0.2t 2 0.2

[€1,€3,Ts, Cs] = [—8.6 — 3.6C5, —1.8 + 1.2€5,C5, —1.2 + 0.8¢5]

=[-5 -3, -1, -2] W5l not worry about ir

of this method is ca

The third iteration begins. = readily available,




os 3/2, 3/1, and 6/3

1 4
= -5 L
2 1
3,0]. Hence
).6,1.2,0.8].

s 8.6/3.6 and 0.6 1

—0.6
Bg = 04 1
0.2
!+ 0.825]

The Dual Simplex Method

Step 1. Since x§ > 0, the current solution is optimal. (This observation could
Bave been made in step 5 of the previous iteration; the update of ©, was not

strictly necessary.)

Extensions to the general setting of problems

maximize cx subjectto Ax=h, I<x<u (10.12)
%= as follows. For every basic solution of (10.12), as defined in Chapter 9, we have

= CpXp + CyXy = CB(B_lb - B_IANXN) + cyxy = CBB_lb + (CN - CBB—IAN)XN.

W= shall not worry about

BOX 10.2 An Iteration of Revised Dual Simplex Method Extended

Step 1. If 1z < x¥ < u, then stop: x* is an optimal solution. Otherwise,
<hoose the leaving variable: this may be any basic variable x; with x* < [,
or x} > u,.

Step 2. Solve the system vB = e with e standing for the pth row of the
identity matrix and with p such that X; appears in the pth position of the
basis heading. Compute wy = vA,.

Step 3. If x¥ < I, then let J be the set of those nonbasic variables x; for
which w; < 0, x}¥ < uporw; > 0, x¥ > [, If x} > u,, then let J be the set
of those nonbasic variables x; for which w; > 0,xF < u;orw; < 0,xF > [,
If J is empty then stop: the problem is infeasible. Otherwise, find the x; in
J that minimizes |c;/w ;| and let it be the entering variable.

Step 4. Solve the system Bd = a with a standing for the entering column.
Step 5. Set t = (x¥ — [)/w; in case x¥ < [, and t = (xf = u;)/w; in case
= > u;. Replace the value x} of x; by x¥ + t and replace the values x¥ of
the basic variables by x¥ — . Replace the leaving column of B by the
eatering column and, in the basis heading, replace the leaving variable
oy the entering variable. Set G = —Cj/w; and add ¢;w, to each T, with s # i.

shall write € = ¢y — ¢zB 1A,. A basic solution x* is dual-feasible if each
sbasic x; with ¢; > 0 has x¥ = u; and if each nonbasic x;with ¢; < 0 has x¥ = [,
“ch iteration of the revised dual simplex method, beginning with some dual-feasible
=i solution x* and with the corresponding vector ¢y, is as described in Box 10.2.

ton is readily available.

initializing the dual simplex method: whenever an
tication of this method is called for in sensitivity analysis, a dual-feasible basic



