STOCHASTIC DIFFERENTIAL EQUATIONS

BENJAMIN FEHRMAN

ABSTRACT. These notes provide an essentially self-contained introduction to the theory of sto-
chastic differential equations, beginning with the theory of martingales in continuous time. Basic
concepts from measure theory and probability will be assumed, such as conditional expectation.
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1. MARTINGALES

A martingale is a mathematical model for a fair game, or a game where knowledge of the past
does not allow the player to predict the future. Think for example of flipping a coin. The outcome
of the first n flips does not reveal any information about the outcome of flip (n+1). More precisely,
on a probability space (2, F,P), let { X\ }ren be independent, identically distributed (i.i.d.) random
variables which satisfy that

P(Xl = —1) = ]P’(Xl = 1) ——
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where we view 1 as representing a “heads” and —1 as representing “tails.” For every n € N define
the sum

(1.1) Sp=X1+...+ X, = (# “heads”) — (# “tails”).
For every n € N let F,, C F be the sigma algebra generated by the random variables X1, ..., X,
(1.2) Fn=0(X1,...,Xn).

The sequence {5, } ,en forms a martingale with respect to the filtration {F, },en in the sense that
our best guess for the random variable S,41 given the information F, is S,. Or, in terms of the
conditional expectation,
E[Sp+1|Fn] = Sn-

A random process is called a submartingale if S,, provides a lower bound for the conditional ex-
pectation E[S,,+1|F,], and a supermartingale if S,, provides an upper bound for the conditional
expectation. That is, roughly speaking, submartingales are “increasing” whereas supermartingales
are “decreasing.”
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1.1. Filtrations, martingales, and stopping times. Let ({2, F) be a measurable space, which
is to say that  is a set equipped with a sigma algebra F of subsets. We will view sigma algebras
as carrying information, where in the above the sigma algebra F,, defined in (L2) carries the

information of the random variables Xi,...,X,. This is to say that, given all of the information
of F,,, we can predict the random variables X1,...,X,, exactly. Or, in terms of the conditional
expectation, for every m € {1,...,n},

E[Xm|Fn] = Xm.

A filtration is an increasing family of sub-sigma algebras, where the fact that the sub-sigma algebras
are increasing implies that the amount of information carried by the sub-sigma algebras is increas-
ing. We will be primarily interested in filtrations indexed by a continuous parameter ¢t € [0, c0) or
a discrete parameter n € N.

Definition 1.1. Let (€2, F) be a measurable space and let I C R. A filtration on (€2, F) indexed
by I is an increasing family of sub-sigma algebras {F;}ic;. That is, for every s < t € I we have
FsCF CF.

Filtrations are often generated by a stochastic process, such as in (L2)) where the sub-sigma
algebra F,, was generated by the first n coin-flips. We will be primarily interested in continuous
processes indexed by ¢ € [0, 00) or discrete processes indexed by n € N.

Definition 1.2. Let (2, F,P) be a probability space, let (0,G) be a measurable space, and let
I C R. A stochastic process indexed by I taking values in © is a family of measurable maps
{Xti Q- @}te[.

Every stochastic process {Xi};c(0,00) generates a natural filtration

{Fi = o(Xs: s € 0,1 }efo,00):

since it follows by the measurability of the {X;},c[0,«) and by definition that Fs C F; C F whenever
s <te€|0,00). We will often view the parameter ¢t as a “time”-variable, and the sigma algebra F;
as carrying the information of {X,} se[0,00) UP to time ¢. This was the case in the discrete example
([L2)), where the sub-sigma algebra F,, carried the information of the first n-flips.

A martingale is a stochastic process defined on a probability space with respect to a filtration. It
is important to understand that a martingale is only ever a martingale with respect to a filtration.
If the filtration changes, the martingale need not remain a martingale, and if there is no filtration
there is absolutely no martingale. We will be primarily interested in martingales defined over
t € [0,00) or n € N, and taking values some Euclidean space.

Definition 1.3. Let (2, F,P) be a probability space, let (0,G) be a measurable space, let I C R,
and let {F;}ier be a filtration on (9, F,P).
(a.) A ©-valued stochastic process (M;)er indexed by I is a martingale with respect to {F; }er if
(i) For every t € I,
(ii) For every t € I, M, is F;-measurable.
(iii) For every s <t eI,
E[M|Fs] = Ms.
(b.) A ©-valued stochastic process (M) indexed by I is a submartingale with respect to {F; her
if
(i) For every t € I,
E[M,"] = E[max(M;,0)] < co.
(ii) For every t € I, M, is Fi-measurable.
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(iii) For every s <t eI,
E[M|Fs] > M.
(c.) A ©-valued stochastic process (My);c; indexed by I is a supermartingale with respect to { F; }rer
if the stochastic process (—My)¢cs is a submartingale. That is, if
(i) For every t € I,
E[M; ]| = E[min(M;,0)] > —oo.
(ii) For every t € I, M, is F;-measurable.
(iii) For every s <t eI,
E[M,|F,] < M.

Observe that a process (M;)ic[o,00) I8 @ martingale with respect to a filtration {Fi}ic(0,00) if
and only if (M;);c(o,00) 18 both a submartingale and a supermartingale with respect to {F; }1c(0,00)-
Intuitively, the process (M¢)ic[o,00) is @ martingale if our best guess for M; given the information
Fsis M. A process is a submartingale if Mg provides a lower bound for our best guess of M; given
Fs, and is a supermartingale if M, provides an upper bound for our best guess of M; given Fg.
Loosely speaking, we can therefore view submartingales as “increasing” and supermartingales as
“decreasing.”

An important concept in the study of martingales, and stochastic differential equations, is the
notion of a stopping time. Consider the example above, for i.i.d. random variables { X} }ren which

satsify
1

PX; =1 =PX; =-1] = 3
for the sigma algebras {F,, }nen defined by
Fon=0(Xm:me{l,...,n}),
and for random variables {5y, }nen defined by Sy = 0 and
Sp=X1+...+X,.

The random variables {Sy, }nen define a random walk on Z, and for a fixed integer z € Z we will
be interested in the first time that the walk hits z. This is defined by the random variable

(1.3) T, =inf{n € Ny: S, = z},
which is an example of a hitting time. The essential property of the variable T, is that to know if
T, < n we only need to know information about the random variables X1,..., X,. This is to say
that

{T, <n} e F,

which is the defining property of a stopping time.

Definition 1.4. Let (Q,F,P), let I = Ny or I = [0,00), and let {F;}ier be a filtration on (€, F).
A stopping time is a measurable map T:  — I such that, for every t € I,

{T <t} e F.

If we think of a stopping time 7" as an alarm clock, the condition {T" <t} € F; implies we don’t
need to look into the future to determine whether or not the alarm has rung. Hitting times like
([C3) above are the most common and most important examples of stopping times that we will
encounter. Stopping times come with an associated sigma algebra, which consists of those events
that are Fi-measurable conditioned on the event {T" < t}.

Definition 1.5. Let (2, F,[P) be a probability space, let I = Ny or I = [0,00), let {F;}ier be a
filtration on (2, F), and let T': Q — I be a stopping time. We define the sub-sigma algebra Fp C F
by

Fr={AeF: (An{T <t}) € F; forevery t e I}.
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The following proposition proves that a stopped (sub/super) martingale remains a (sub/super)
martingale.

Proposition 1.6. Let (2, F,P) be a probability space, let I = Ny or I = [0,00), let {Fi}ier be a
filtration on (2, F), let (My)ier be an Fi-(sub/super) martingale, and let T: Q@ — I be a stopping
time. Then the process

(MtT)teI = (Mnr)ter,
is a (sub/super) martingale.

Proof. Let I = Ny and suppose that (M,,)nen, is a martingale. For every n € Ny,

(1.4) MI = Mran = Mplgpspy + Y Milip_py.
k=1

Equation (4] proves that

n
E[[My[] < D E[|My] < oo,
k=1
and that M, is F,-measurable because every function on the righthand side of ([4) is F-
measurable. Finally, by (I4), for every n € Ny,

n+1
E(M, 1| Fnl = E[Mn 11 {pspiy | Fal + > EIMpl iy | Fol
k=1

= E[Mn+11{T>n}|Fn] + ZE[Mkl{T:kﬂ}—n]-

k=1
Since Mylip—py and 1yps,, 41y are Fp-measurable, the

E[Mg—f—ﬂ}—n} = E[Mn+1|fn]1{T>n} + Z Mk:]-{T:n}
k=1

n

= Mn1T>n + Z Mk:]-{T:n}
k=1

= Mna

which completes the proof. O

Stopping terms are sometimes referred to local times. We will encounter processes that are not
martingales, but which are locally a martingale when appropriately stopped. For example, let
{Bi}iej0,00) be a standard Brownian motion, and let 77 denote the stopping time 77 = inf{t €
[0,00): Bs = 1}. Since Tj is almost surely finite, the process

—_— BTlA(ﬁ) iftE[O,l),
=
1 if bell,0),
is continuous, but it is not a martingale because
p— 0 if te]0,1),
Wil =11 it e [1,00).
However, Proposition [[L proves that, for every k& € N, for the stopping times
T_ = inf{t € [0,00): W} = —k},

the stopped processes {W7 }rcn are martingales. The process W is called a local martingale.
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Definition 1.7. Let (2, F,P) be a probability space, let I = Ny or I = [0,00), a let {F;}ier be a
filtration on (€2, F). An Fi-adapted process M is called a local martingale if there exist a stopping
times {7y }xen such that

(i) For every k € N,

Tk < Tp+1 almost surely.
(ii) Almost surely, as k — oo,
Tl — OQO.
(iii) For every k € N, the stopped process M 817, >0y 1s an Fi-martingale.
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1.2. The optional stopping theorem. Let (S, ),en be a standard random walk, as defined in
(CI). This can be viewed as the outcome of a betting strategy, where for each coin flip we bet £1
that the outcome will be “heads.” We thereby gain £1 for every “heads” and lose £1 for every
“tails,” and the random variables {S,, },,en quantify our net profit/loss after n flips.

If we have an infinite bankroll, we can almost surely achieve an arbitrarily large profit. For every
m € N, we simply play until the random walk {S), },en reaches m, which is an event of probability
one. In terms of stopping times, if

T, = inf{n € Ny: S,, = m},
then T, is almost surely finite and we have
m = E[St, | > E[Sy] = 0.
However, if we instead have a finite bankroll £N it is no longer possible to play interminably, since
we’ll go bankrupt at the first time n € N that S,, = —N. In this case, the stopping times {71}, }men
must be replaced by
Trmn =inf{n € Ng: S, =m or S, = —N}.
A simple case of the optional stopping theorem below will prove that, for every m, N € N,
]E[STm,N] = m]P)[STm,N = m] - NP[STm,N = 7N] = E[SO] = 07

which since
]P)[STm,N = m] + ]P)[STm,N = —N] = ]P’[TmJV < OO] =1,
implies that

(1.5) P[St,,.,, = —N] mn

N+m
This is a version of the gambler’s ruin estimate, which states that a gambler who repeatedly stakes
their bankroll to earn any profit, no matter how modest, will eventually lose everything. Indeed, it
follows from (LX) that a gambler with an initial amount £N who repeatedly stakes the entirety of
their bankroll, including the profit from their previous bets, to earn a fixed profit £m goes bankrupt

with probability
i N . m _1
N + km N+ (k+1)m)

k=0
The optional stopping theorem states that, if the gambler is playing a fair game, there is no strategy
(i.e. no stopping time) that gives them an advantage. The proof will use the concept of a predictable
process, which is a process for which the past determines the future.

Definition 1.8. Let (€2, F) be a measurable space and let {F}, },en, be a filtration on (2, F). An
Fn-stochastic process (Hp,)nen is called predictable if, for every n € N,

H,, is JF,_1-measurable.

In the following proposition, we define the discrete integral of a predictable process with respect
to a discrete martingale. The essential point is that the integral of a predictable process with
respect to a martingale is again a martingale. A fact we will see again in the context of integrals
with respect to continuous martingales.

Proposition 1.9. Let (2, F,P) be a probability space, let (Fn)nen, be a filtration on (Q,F), let
(My)nen, be an F,-martingale, and let (Hy,)nen be a bounded F,,-predictable process. Then, defined
nductively,

(H-M)o=0

(H-M),=(H-M)p—1+ Hy(M, — M,—1) if n€N,

is a Fp-martingale. If in addition (Hp)nen s nonnegative, then ((H - M)y )nen, is a (sub/super)
martingale if (Mp)nen, s a (sub/super)-martingale.
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Proof. We will carry out the details in the case that (Mpy)nen, is an Fp-martingale. For every
n €N,

n

BII(H - Myl < | ma ([Hill e ) D EIM] < oo,
el k=1

and since by definition
N

(H-M)y=> Hy(M,— M),
k=1
it follows that (H - M), is F,,-measurable. Finally, the predictability of (Hj)ren and the martingale
property prove that, for every n € Ny,

n+1
E[(H - M)ni1|Fa] = > E[Hp(My, — My,_1)|F)
k=1

= HuE[(Myy1 — Mp)|Fl + > Hyy(My — My_y)
k=1
= (H M)y,

which completes the proof. ]

We now prove the optional stopping theorem in discrete time for bounded stopping times. We
will extend this theorem to continuous time martingales in the sections to follow. The result will
rely on the lemma below, which proves that is S < T are stopping times then Fg C Frp.

Lemma 1.10. Let (Q,F,P) be a probability space, let I = Ng or I = [0,00), let (Fi)ier be a
filtration on (2, F), and let S < T be Fy-stopping times. Then Fg C Fr.

Proof. Let A € Fg. It is necessary to prove that, for every t € I,
AN{T <t} € F.
Since S < T, it follows that
(AN{T < t}) = (An{S <t}) N ((AN{S <tH \{T > t}),

where the first term on the righthand side is in F; by definition of Fg, the second term is in F;
because F; is a sigma algebra and (AN {S <t}) and {T" >t} = {T" < t}° are in F;, and the union
is in F; because F; is a sigma algebra. This completes the proof. O

Theorem 1.11. Let (2, F,P) be a probability space, let {Fy}tnen, be a filtration on (2, F), let
(Mp)nen, be an Fp- (sub/super) martingale, and let o < 7 be two bounded stopping times. Then,

(1.6) E[M,|F,| = M,. (> /<)
In particular,
(1.7) E[M,] = E[M,]. (> /<)

Proof. We will carry out the details in the case that (M, )nen, is a martingale. Let o < 7 be two
bounded stopping times, and let m € N be such that, for almost every w € €0,

(1.8) o(w) < 7(w) < m.
We will first prove (7). Let (Hy)nen, denote the process Hy = 0 and
Hn = 1iocn<r) = Ln<ry = n<oy-
Observe that, for every n € N,
fn<7t=Q\{r<n-1}) € Fu,
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and similarly {n < 7} € F,,_1. Therefore, for every n € Ny, the variable H,, is F,,_j-measurable,
and (Hy)nen, is a Fp-predictable process. Therefore, by Proposition [[L9] the process defined by
(H - M)y =0 and,for n € N by

(19) (H ' M)TL = ZHk(Mk - Mk—l) = Mrpn — MO’/\’I’L?
k=1
is a martingale. In combination (L8) and (L9]) prove that, for every n > m,
(H- M), =M, — M,.
Therefore, since (H - M) is a martingale,
0=E[(H - M)o] =E[(H - M)m] = E[M;] — E[M,],

which proves (7). It remains to prove (LLG]).
Let B € F,. It suffices to prove that

E[M,: B] = E[M,: BJ.
For m € N defined in ([L§)), define the stopping times 75,05:  — Ny by
T(w) if we B, o(w) if we B,

(W) = {m if we B°, and op(w) = {m if we B°.

Indeed, by definition of the sigma algebra F, and Lemma [[.I0, for every n € {0,1,2,...,m — 1},
{tB <n} =({r<n}NB)eF,
and for every n > m,
{tB <n}=0Q¢€F,,

and the identical argument proves that op is a stopping time. Therefore, since 75 and op are
bounded stopping times, it follows from (7)) that

(1.10) E[M,,] = E[M,, : B] + E[M,,: B°] = E[M,,: B] + E[M,,: B] = E[M,,].
Since it follows by definition that

(1.11) E[M,,: B] =E[M;: B] and E[M,,: B] =E[M,: B],

and that

(1.12) E[M,,: B] = E[M,,: B°] = E[M,,: B,

it follows from (LI0), (LI)), and (LI2)) that
E[M;,: B] = E[M,: B],
which completes the proof of (LG, and therefore the proof. O

The following corollary extends Theorem [[.TTlto stopping times that are not necessarily bounded.
We will extend these results to continuous martingales in the sections to follow.

Corollary 1.12. Let (2, F,P) be a probability space, let {Fp}tnen, be a filtration on (2, F), let
(M,)n, be an Fy- (sub/super) martingale, and let o < T be two stopping times. Assume that there
exists ¢ € (0,00) such that, for every n € Ny, for almost every w € €,

(113) |Mn/\’r(w) (w)‘ <ec
Then,
(1'14) E[MTLFO'] = M,. (2 / S)

In particular,
(1.15) E[M;] =E[M,]. (>/<)



10 BENJAMIN FEHRMAN

Proof. Let B € F,. Theorem [L. Tl proves that, for every N € N, since the stopping times 7 A N
and o A N are bounded with c AN <7 AN,

E[M:an: B] = E[M,sn: B].

The dominated convergence theorem, which can be applied using (LI3]), and o < 7 prove that,
after passing to the limit N — oo,

E[M,: B] = E[M,: B].
This completes the proof of (ILI4]), which implies (LIH). This completes the proof. O
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1.3. Doob’s martingale inequality. In this section, we will establish fundamental inequalities
for submartingales. In a sense that will be made more precise by the Doob-Meyer decomposition
to follow in the next section, recall that a submartingale (Xt)te[o,oo) is “increasing” in the sense
that, for every s <t € [0,00),

Xs < E[Xy|F].
This implies in particular that, for every s <t € [0, 00),
E[X;] < E[X{].

Doob’s martingale inequality proves that the running maximum X7, of a nonnegative submartingale,
definedy for every T € [0, 00) by

(1.16) Xr = max |Xi|,

can be estimated in LP-norms by Xp. We will first present the results for discrete martingales. We
will extend these results to continuous martingales in the next section.

Definition 1.13. Let (2, F,P) be a probability space, and let X: Q@ — R be a random variable.
For every p € [1,00),
Y
11, = ( [ 1 az)”.

[ Xloo = ess supgeq | X (W)

and

Definition 1.14. Let (€2, F,P) be a probability space, and let X : Q@ — R be a random variable.
For every B € F,

E[X: B] = / X dP.
B
Proposition 1.15. Let (2, F,P) be a probability space, let {Fy, }tnen, be a filtration on (2, F), and
let (Xpn)nen, be a nonnegative F,-submartingale. Then, for every N € Ny and X € [0, 00),
NP[XG > ] < E[Xy: (X5 > A}
Proof. Let N € Ny and A € [0,00). Define the stopping time 7 by
7 = (inf{n € Ng: X;, > A}) A N.

Since the constant function N is also a stopping time, and since by definition 7 < N, the optional
stopping theorem, the fact that (X,),en, is a submartingale, and the definition of 7 prove that

E[Xn] > E[X/]
— E[Xy: {X} < A} +E[X,: {X§ > A}
>E[Xn: { Xy <A} +AP[X§N > AL
Therefore, by linearity of the expectation,
E[Xn: {X§ = A} = AP[XY = A,
which completes the proof. O

In the following proposition, we prove for every p € (1,00) that the LP-norm of the running
maximum X3, is controlled from above by the LP-norm of Xy. The case p = 2 is the Doob-
Kolmogorov inequality.



12 BENJAMIN FEHRMAN

Proposition 1.16. Let (2, F,P) be a probability space, let {Fy, }nen, be a filtration on (2, F), and
let (Xpn)nen, be a nonnegative F,-submartingale. Then, for every N € Ny and X € [0, 00),

(1.17) AP[X N > N <E[Xy: {X§N > M <E[Xy]
and, for every p € (1,00),

* p
(1.18) I, < (12 ) 1,

Proof. Estimate (LI9) is an immediate consequence of the nonnegativity of (X,)nen, and Propo-
sition [LTHl It remains to prove (L20). Let p € (1,00) and N € Ny. It follows from (LIJ)) that

E[|X3 "] = p /0 NIP[X > A dA
<p / N72E[ Xy { X > A} dA
0
:p// )\p_QXNl{X]*VZ/\} d\dP
QJO

- <p£1> /Q(X]*V)P—ldeP

Holder’s inequality with exponents p and p%l then proves that
E[lXn[7] < o1 E[|XN[7] » E[[XN["]7.
In terms of LP-norms, this implies that
p NP1
Il < (52 1P 1,
which proves that, after dividing by HXiV Hp _1,

* p
i < (52 ) 1,

This completes the proof. O

The following corollary is an immediate consequence of Jensen’s inequality and Propositions [[.T5
and [[L16

Corollary 1.17. Let (2, F,P) be a probability space, let {Fp}nen, be a filtration on (2, F), and
let (Xpn)nen, be a Fp-martingale. Then, for every N € Ny and X € [0, 00),

(1.19) AP[XN > Al < E[[Xn[: {X§ > A} < E[[Xn]]
and, for every p € (1,00),

* p
(1.20) x5, < (12 ) 12,

Proof. Jensen’s inequality proves that (|X,,|)nen, is a submartingale, since the absolute value func-
tion is convex. The proof then follows from Propositions [[.15] and [L.I6I U



STOCHASTIC DIFFERENTIAL EQUATIONS 13

1.4. Doob’s martingale convergence theorem. In this section, we will prove the martingale
convergence theorem. The convergence is obtained by proving that, in the long run, an integrable
martingale cannot oscillate to infinity. This is most easily seen on the level of L?-bounded mar-
tingales. Precisely, suppose that (M, )nen, is an L?-bounded martingale on a probability space
(Q, F,P) in the sense that

(1.21) sup E[M?] < occ.
neNp

Since martingale increments in some ways behave like independent random variables, in the sense
that, for every n € Ny,

E[M;] =E <§:(Mk - Mk—l))

L k=1

=E | > (Mg — Mp_1)*| +2E | > (My — My_1)(M; — M;_1)
Lk=0 i | j<k=1

=E | ) (Mg — Mp_1)*| +2E | > E[(Mg — My_1)(M; — M;_1)| Fp_1]
Lk=0 J | j<k=1

=E | (M — My 1)*| +2E | D (E[Mg|Fi1] — My_1)(M; — M; 1)
Lk=0 J | j<k=1

=E | ) (Mg — My_1)?
Lk=0 i

Therefore, after passing to the limit n — oo, it follows from (L2I)) that

oo

(1.22) E [Z(Mk — Mk_1)2] < 0.
k=0

Since the same computation proves that, for every n < m € Ny,

> (Mg - Mk—1)2] ;

k=m+1

E[(My — Mm)z] =E

it follows from ([22) that {M,}nen, is a Cauchy sequence in L?(f2). Therefore, there exists
My € L*(9) such that, as n — oo,

M,, — M, strongly in L*(Q).

The estimate (L22) implies almost surely that the sequence { M, },en, does not oscillate to infinity
in the sense that the differences | My — My ]2 decay in an summable fashion.

We will make the notion of oscillation precise by defining an wupcrossing. Let a < b € R, and
suppose that (Mt)te[o,oo) is a continuous submartingale. We then define the following infinite
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sequence of stopping times {7 }ren by

71 = inf{t € [0,00): M; < a}

T = inf{t € [0,00): t > 7 and M; > b}
13 =inf{t € [0,00): t > 75 and M; < a}
74 = inf{t € [0,00): t > 73 and M; > b}

Tok—1 = inf{t € [0,00): t > Top_o and M; < a}
Tor, = inf{t € [0,00): t > 791 and M; > b}

We are interested in the number of instances over the interval [0,77] that the martingale moves
from below the value a to above the value b. Such an event is called an upcrossing from a to b.
For a submartingale (My)ic[0,0c) and for T' € (0,00), we define U(a,b; M, T') to be the number of
upcrossings on [0, 77,

(1.23) U(a,b; M,T) = sup{k € N: 795, < T'}.

The following proposition, which is Doob’s upcrossing inequality, estimates the expectation of
U(a,b; M, T).

Proposition 1.18. Let (2, F,P) be a probability space, let (Fi)icio,00) be a filtration on (2, F),
and let (Mt)ic(0,00) be a continuous submartingale. Then, for every T' € (0,00) and a <b € R,

E[U(a, b: M, T)] < ﬁE[(XT —a)t.

Proof. Let T € (0,00) and let K € N. Then,

K K
MTQK/\T = Z (MTQk/\T - MTQk-_l/\T) + Z (M’T'Qk_l/\T - MTQk_QAT) + MT1/\T'
k=1 k=2
It follows by definition that
K
(MT%AT - MTZk—l/\T) > (b—a)U(a,b; M, T),
k=1
and that
MT1/\T > a.
Therefore, since the submartingale property and the optional stopping theorem prove that
K K
E (M7'2k71/\T - M72k72/\T) = (]E[MT%A/\T] - E[MT%fz/\T]) >0,
k=2 k=2
it follows that
(1.24) E[Mrar] > (b—a)E[U(a,b; M,T)] + a.

By continuity of (M;);c(0,00), Which implies the uniform continuity of (M;).e(o o0y on [0, T7, it follows
that, for almost every w € €2,
Ula,b; M, T)(w) < oo.
Since 1o AT = 1o if and only if U(a,b; M, T) > K, and since by continuity we have that
E[MTH(/\T} = E[MT: ToR > T] + E[MTQKZ oK < T]

= E[MT: To = T] + b[TgK < T],
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the dominated convergence theorem proves that, as K — oo,
E[MTZK/\T] = E[MT]
Therefore, after passing to the limit K — oo in (L.24)),

(1.25) E[Mr] > (b— a)E[U(a,b; M, T)] + a.
Therefore,
E[U(a, b: M, T)] < ﬁE[(MT ~a)] < - E[(Mr - a)"],
which completes the proof. ([

Given a submartingale (M;).c0,00) and a < b € R, we define the total number of upcrossings
from a to b to be

U(a,b; M) :Tlim U(a,b; M, T).
—00

This limit always exists, as the limit of an increasing sequence, but it may be infinite. We will now
prove the first version of the martingale convergence theorem, which states that an L'-bounded
submartingale converges almost surely as ¢ — oo.
Proposition 1.19. Let (2, F,P) be a probability space, let (Fi)icio,00) be a filtration on (2, F),
and let (Mt)te[o,oo) be a continuous submartingale. Assume that My € L*(Q) and that
(1.26) sup E[M;T] < oc.

t€[0,00)
Then, there exists My, € L*(Q) such that, for almost every w € Q, as t — oo,
(1.27) Mi(w) = Moo (w).

Remark 1.20. Note carefully that (L27) implies only almost sure convergence, it does not im-
ply convergence in L'(). Convergence in L'({2) requires the additional assumption of uniform
integrability, as explained below.

Proof. Tt follows from Proposition [LI§ and ([.26) that there exists ¢ € (0,00) such that, for every
T € (0,00) and a < b € R,

1 1
(b—a) (b—a)

Therefore, for every a < b € R, after passing to the limit T" — oo using the monotone convergence
theorem,

(lal + B < Sl

EU(a,b; M,T)| <
[(aaa ’ )]— =~ b—ua

E[(Xr —a)"] <

¢+ lal
b—a
We therefore conclude that, for every a < b € R, there exists a subset €2, C €2 of full probability
such that

E[U(a,b; M)] <

U(a,b; M)(w) < oo for every w € Q.

We then define the subset ' C Q of full probability

Q= Na<beq$ap,
and claim that, for every w € @,
(1.28) tliglo M;(w) exists.
Since the limit (L28)) exists if and only if

lim sup M (w) = litm inf M;(w),
—00

t—o0
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suppose by contradiction that there exist w € €’ and @,b € [—00, 00| such that

(1.29) a = liminf M;(w) < limsup M;(w) = b.
t—o0 t—o00

By density of the rationals, there exist a < b € Q such that @ < a < b < b, and by definition of the
liminf and limsup it follows from (29]) that
U(a,b; M)(w) = oo,

which contradicts the assumption that w € Q' C Q.
We therefore define the limit M, for every w € €' by

Moo (w) = tlggo M (w),

and conclude using Fatou’s lemma, ([26]), and the submartingale property that
B[ Macl] = E[( lim [M])] < lim inf (E[| M)
= liminf (E[M,"] — 2E[M;])

t—o00

(E[
< hm 1nf (E[M;"] — 2E[Mo))
< hmmf (E[M;"] + 2E[|Mo]]) <

which proves that M., € L'(2). This completes the proof. O

We will now explain conditions which can be used to upgrade the almost sure convergence of
Proposition to strong convergence in L'(€). This will require the notion of uniform integra-
bility, which when combined with almost sure convergence (in fact, convergence in probability)
implies compactness in L'(Q2). This is a version of Vitalli’s convergence theorem below.

Definition 1.21. Let (2, F,P) be a probability space. Let A be a set, and let { X4 }aec4 be a family
of random variables. The family {X,}aca is uniformly integrable if the following two conditions
are satisfied.

(i) L'-boundedness:

sup E[| X,|] < oc.
acA

(ii) No concentration:

K—oo

i (sup B+ (X2 K1) =

Remark 1.22. The second property of Definition [[L2I] guarantees that the family of random
variables {Xa}aca do not concentrate their mass in the following sense. Let p € C(R) be a
nonnegative, smooth function which satisfies that

/Rp(w) dz =1,

and for every ¢ € (0,1) define p°(x) = e~ 1p(z/c). The functions form a Dirac sequence in the sense
that, for every f € C*°(R),

ifé(/f dm) /f )éo(z) da = £(0),

where §y is the Dirac delta distribution at zero. That is, as ¢ — 0, as distributions,

(1.30) p° — 8.



STOCHASTIC DIFFERENTIAL EQUATIONS 17

Since the distribution &y is not an L!-function, we conclude that the family {r°}ec(0,1) 1s not
precompact in L'(R) despite the fact that, for every ¢ € (0,1),

1Py = 1,

and despite the fact that p* — 0 almost everywhere on R, as ¢ — 0. This lack of compactness is
due to the fact that the functions {p°}.c(,1) concentrate the entirety of their mass at the origin,
as € — 0. In particular, they do not satisfy condition (ii) of Definition [[21]

The following theorem is Vitalli’s convergence theorem specialized to the case of a probability
space.

Theorem 1.23. Let (2, F,P) be a probability space. Let I = Ny or let I = [0,00). Let {fi}ier be
family of random variables which satisfy the following two properties.
(i) Uniform integrability: the family {fi}ier is uniformly integrable.
(i) Convergence in probability: there exists a random variable f such that, for every e € (0,1),
lim P[|fy — f| > €] =0.
t—00

Then f € LY(Q) and, as t — oo,
Jlim E[|f, = f]] = 0.
That is, as t — oo, the {fi}ter converge to f in L*(Q).
The following theorem is the Doob’s martingale convergence theorem for a uniformly integrable

martingale. We first state a useful lemma which states that a family consisting of a collection of
conditional expectations of a fixed random variable is uniformly integrable.

Lemma 1.24. Let (0, F,P) be a probability space. Let A be a set, let {Gao}aca, and let X € L' ().
Then the family

{E[X‘ga]}aeAv
18 uniformly integrable.
Proof. We will first prove property (i) of Definition [L2Il Since Jensen’s inequality proves that, for
every a € A,
(1.31) PIE[X|Ga]| < E[|X|[Ga],
it follows from X € L'(€) that, for every a € A,
E[[E[X[Go]l] < E[E[IX]|Ga]] = E[|X]] < oo.

Therefore,

(1.32) sup E[|E[XG4]|] < oc.
acA

It remains to prove property (ii). Since it follows from (L31]) that, for every a € A and K € (0, c0),
{[E[X]Ga]| = K} CH{E[X[|Ga] > K},
it follows by properties of the conditional expectation and (L3I]) that, for every a € A and K €
(0,00),
E[E[X|Ga]| : {|IE[X|Ga]| = K}] < E[E[|X|[Ga]: {E[X]|Ga] > K7}]
= E[[X]: {E[|X|[Ga] = K}].
By Chebyshev’s inequality and (L32]), for every a € A and K € (0, 00),
1

(1.34) PIEI|X] 6] > K] < ©EE]X] |6a]] < 2EX])

(1.33)
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We therefore conclude by continuity of the Lebesgue integral, X € LY(Q), (L33), and (L34)) that
i (sup B[S 1G] (ELXIG] = K)]) =0,
K—oo acA
which completes the proof. O
Theorem 1.25. Let (2, F,P) be a probability space, let (Fi)iejo,00) be a filtration on (Q,F), and
let (Mt)te[o,oo) be a continuous Fi-martingale. Then, the following three statements are equivalent.
(1) (M¢)efo,00) 1 closed: there exists My € LY () such that, for every t € [0,00),
My = E[Mqo|F].
(ii) The family (My)iejo,00) s uniformly integrable.
(iii) The family (My)ieo,00) converges, ast — 0o, almost surely and in L'(2).
Proof. We will first prove that (i) implies (ii). Since My, € L'(f), and since M; = E[M.|F;] for
every t € [0,00), it follows from Lemma [[L.24] that (M¢),c(o o0 is uniformly integrable. We will now
prove that (ii) implies (iii). Since the uniform integrability implies that (M});c[o,c) is bounded in
LY(€2), Proposition proves that there exists My, € L'(£2) such that, as t — oo,
My — My, almost surely.

Since almost sure convergence implies convergence in probability, the uniform integrability and
Theorem [[.23] prove that

lim E[|M; — M| = 0.

t—o0

Finally, we will prove that (iii) implies (i). By assumption, there exists My, € L'(Q) such that
(Mt)te[(),oo) converges, as t — 00, to My, almost surely and strongly in L'(£2). Since the martingale
property implies that, for every s <t € [0, c0),

(1.35) M, = E[M|F],

and since the conditional expectation is stable with respect to convergence in L(2), after passing
to the limit ¢ — oo in (35 we have that, for every s € [0, 00),

M = E[M|Fs).
This completes the proof. ]

The following corollary applies Theorem [[.25] to martingales bounded in LP, for p € (1,00). It
is a consequence of the following lemma, which proves that a family of random variables that is
bounded in LP(£), for some p € (1,00), is necessarily uniformly integrable.

Lemma 1.26. Let (2, F,P) be a probability space, let A be a set, and let {Xs}aca be a family of
random variables. Assume that, for p € (1,00),

(1.36) sup [ Xall, < oco.
acA

Then the family { X }aca is uniformly integrable.
Proof. We will first prove condition (i) of Definition [L21] It follows from Holder’s inequality and

(C34) that

sup ||XaHL1(Q) < sup ||Xa||p < 0.
acA acA

We will no prove condition (ii). For every o € A and K € (0, 00), Holder’s inequality, Chebyshev’
inequality, and p € (1,00) prove that

p—1 1 p=l o
E[|Xa| : {[Xal = K} < | X][, P[|Xa] > K] 7 < ||X]], (K HXH,,> =K~ "V x|P.
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Therefore, it follows from (L36) and p € (1,00) that

K—oo

lim <sup E[[ Xal : {|Xal = K}]> < lim <K—<p—1> sup ||Xa||g> =0.
acA K—o0 acA
This completes the proof. O

Theorem 1.27. Let (Q,F,P) be a probability space, let (Ft)icp,00) be a filtration on (2, F), and
let (My)ejo,00) be a continuous Fy-martingale. Assume that there exists p € (1,00) such that

(1.37) sup || M|, < oo.
te[0,00)

Then there exists Mo, € LP(2) such that
lim || M; — Moo
t—ro0

I, =o.

Proof. 1t follows from Lemma that (M¢);e[o,00) is uniformly integrable. Therefore, by Theo-
rem [[27] there exists My, € L'(Q) such that, as t — oo,

(1.38) M; — My, almost surely and strongly in L'(€).

It remains to prove that My, € LP(€2) and that the convergence takes place in LP(2). For the first
point, Fatou’s lemma proves that

B[ Mo ] = E[( i |M;/?)] < lim inf E{| M;J?] = lim inf [[ My} < .

Then, since it follows from Doob’s martingale inequality that

sup | M,[”
te[0,00)

<

p

P limsup || M, < oo,
-1 5

and since we have for every ¢ € [0, 00) that
Moo — My| < (\Moo + sup ]MA) € LP(Q),
te[0,00)
it follows from (I.38)) and the dominated convergence theorem that
Jim ([, ~ Mao]], = 0.
This completes the proof. O

In the final proposition of this section, we will prove a version of the optional stopping theorem
for uniformly integrable martingales. Suppose that (Mt)te[o,oo) is a continuous, uniformly integrable
martingale. Then, by Theorem [L25}, there exists M., € L'(Q) such that, as t — oo,

M; — My, almost surely and strongly in L'(€).
Therefore, given a possibly infinite stopping time 7': Q — [0, o], we define
Mp = MTl{T<oo} + Moo]-{T:oo}~

The following proposition proves that, when dealing with a uniformly integrable martingale, the
optional stopping theorem applies even to stopping times that are infinite with positive probability.
This stands in stark contrast to the example of the simple random walk above, which is not
uniformly integrable, and for which the optional stopping theorem fails for a stopping time that is
almost surely finite.
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Proposition 1.28. Let (2, F,IP) be a probability space, let (Fi)icjo,00) be a filtration on (2, F),
and let (Mt>t6[0,oo) be a continuous Fy-martingale. Assume that (Mt)te[o,oo) is uniformly integrable.
Then for every pair of Fi-stopping times S < T': Q — [0, o],

E[Mr|Fs] = Ms.
In particular,

E[Mr] = E[Ms].
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2. IT0’S FORMULA

In this section, we will develop the theory of stochastic integration on the way to proving Ito’s
formula, which is the fundamental theorem of the calculus of stochastic processes. We first observe
that the integral with respect to a process of bounded variation is almost surely well-defined.
Observe in particular that a nondecreasing or nonincreasing process is necessarily of finite variation.

Definition 2.1. Let (2, F,P) be a probability space and let a < b € R. A stochastic process
(At)tefo,00) has bounded variation on [a, b] if

n(A)
V(a,b; A) = sup Z ‘Atk — Ay | < oo almost surely,
AC[ab] .

where the sup is over all partitions A = {a =ty <t1 < ... <tp5)—1 < tpa) = b} of [a,b].

Given a process of finite variation (A;)icp,00) and a continuous stochastic (X¢)ep,0), We can
define the integral of (Xt);c(o,00) With respect to (At)icp,00) as the limit

n(A)

b
/a Xt dAt = |il|§0 ; th_1<Atk - Atk—1)7

where the facts that (At);c(o,00) has finite variation and that (X¢)icp,) 18 continuous prove that
the above limit is almost surely well-defined. We aim to extend the above definition to martingales,
and later to semimartingales.

Definition 2.2. Let (€2, F,P) be a probability space and let (F;);e[0,00) be a filtration on (£, F).
A stochastic process (Xt)te[o,oo) is a continuous semimartingale if there exists a continuous process
of finite variation (A¢);e(o,o0) and a continuous local martingale (M;)yec[,) such that

X =M+ A.

Given a martingale (M;);c(0,00) and a continuous process (X¢);e[o,00), We Will ultimately define
the stochastic integral of (X¢);e(o,00) With respect to (M¢);c(o,00) to be the limit

b n(A)
X, dM,; = li X M, — M, .
/a L NS OAC] ; tos (M, teer)

However, unlike the finite variation case, the above limit is not well-defined in a pointwise sense. The
above limit is well-defined because of certain stochastic cancellations that rely on the martingale
property. These will imply in particular that the stochastic integral is itself a martingale beginning
from zero, and therefore that, for every a < b € [0, 00),

b
E[/ Xtht] =0.

We have seen that a martingale is of finite variation if and only if it is constant. Specifically, for
a Brownian motion (By)ic[,), the limit along a sequence of partitions {Ay C [0, ] }ren satisfying
|Ag| — 0 as k — oo,
n(Ag)

. 2
Jim 3 (B By = b= a= (B (Bl
exists almost surely. The continuous increasing process ((B): = t)c[o,0c) 18 the quadratic variation
of Brownian motion. We will define the quadratic variation of a general local martingale (M;)ic(0,)

in the section to follow.
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We will use the quadratic variation and a stochastic integration to prove It6’s formula, which is
the fundamental theorem of the calculus of semimartingales. Let

(Mt = (Mt17 s Mtd))te[(),oo)a

be a d-dimensional continuous martingale beginning from zero, and let f € C%(R?) be a twice-
differentiable function. We are essentially interested in establishing a fundamental theorem of
calculus for the process f((M¢));e(o,00)- A first guess, based on the classical fundamental theorem
of calculus, would be that

f(My) = f(Mo) / f1(M

However, we can see immediately that such a formula cannot hold true unless M = 0 is constant.
Indeed, if we choose f(z) = |z|?, since stochastic integral is a martingale, for every t € [0, 00),

E[IM,?] = E[|Mo]] + E U e ] E{|Mo[?.
This implies that
E[(Mo + M) - (M — My)] = 0,

from which it follows by the continuity of (M;).ejo,00) that M is constant. We therefore seek a
higher order approximation of the process.
A second-order Taylor expansion of f about My proves for every t € [0, 00) that

FOML) = F(Mo) + V5 (Mo) - (My ~ Mo) + 3 (V£ (Mo) (My — My), (My — Mo)) + O My — Mo,

where

d

VF(My) - ( Z J(M; — M),

=1
and where

i 92 . o ,

(V21 (Mo) (M = Mo), (My = Mo)) = >, 55~ (Mo) (M = M) (M = Mg).
ig=1 "

Therefore, on the interval [0, 1], for a partition
A={0=1ty<t1 <...<tya)-1 <tya) =1},

we have
(2.1)
n(A)
FMy) = f(Mo) =Y (f(My) — f(My—1))
k=1
n(A)
= Z vf(Mtkfl) : (Mtk - Mtkfl)
k=1
1 n(A) , n(A) ;
T3 ; (V2 f(Miy ) (M, = M), (M, = M) + kZ:l O(| My, = My, ).

As the mesh |A| — 0, we expect by stochastic integration that

ZVfMtkl (Mg, — My, ) —>Z/ ax 5) dME.
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Motivated by the quadratic variation, we expect that, as |A| — 0,

n(A)

1

9 Z<V2f(Mtk71)(Mtk - Mtkﬂ)v (Mtk — My, 1 Z / O a:(} d<MZ MJ)
k=1 ij=1 o

where will define ((M?, M7), )te[0,00) to be the quadratic covariation of the one-dimensional martin-
gales (M])seq0,00) and (M, )te[o ), for each i,j € {1,...,d}. Finally, since the quadratic variation
is bounded, we expect by continuity that, as |A| — 0,

n(A)

> oMy, — My, |} 0.

k=1

In combination this will prove [t6’s formula, which states that, for every ¢ € [0, c0),

ron) - 501 = Y- [ 2Ly anti+ g Z / S (M) A A%

In particular, if (Bt)te[o,oo) is a one-dimensional Brownian motion,

1B, /f dB+/f”

which implies in particular that
¢
/ BydBs = B —t.
0

Notice as well that It6’s formula implies that the process (f(Bt)t):e[0,00) IS @ semimartingale, because
the stochastic integral is martingale and the deterministic integral is a of bounded variation. This
fact is true in general, we will prove below that if (Z;);c[0,c) 18 @ semimartingale then (f(Zt))¢e(0,00)
is also a semimartingale.

Indeed, the integration theory will be developed within the class of semimartingales. The theory
will therefore apply to the case of Brownian motion, but it will not in general cover the case of
integration with respect to fractional Brownian motion. We define a real-valued centered Gaussian
process to be a real valued process (X;)e[o,00) On a probability space (2, F,P) with finite dimen-
sional distributions that are normally distributed and mean zero. A centered Gaussian process
(Xt)tefo,00) 18 a fractional Brownian motion with Hurst parameter h € (0,1) if P[Xo = 0] = 1 and
if, for every s,t € [0, 00),

1
E[X.X,] = - (t% +s2h |t — s]%) .

2
A fractional Brownian motion satisfies the following four properties.

(a) For every s <t € [0,00), the increment X; — X, has mean zero and variance |t — s|*".

(b) For every p € (0,00) there exists ¢, € (0,00) such that, for every s <t € [0, 00),
E[|X; — XoP) = cp [t — 5"

(c) For every « € (0, h), Fractional Brownian motion has a y-Holder continuous modification.
(d) Factional Brownian motion is not a semimartingale if h # 3.

Proof. We will first prove (a). Let h € (0,1). It follows by assumption that, since the finite
dimensional distributions are normally distributed with mean zero, for every s <t € [0, c0),

E[X; — X,] = 0.



24 BENJAMIN FEHRMAN

For the variance, for every s <t € [0, 00),
E[|X; - X,[*] = E[X?] + E[X] - 2E[X.X;]
= 2h 4 2h (t2h 4 g2h _ It — S‘Qh)
= |t —s)*".

We will now prove (b). Let h € (0,1). Let s <t € [0,00). Since (X; — X;) is normally distributed
with mean zero and variance |t — s|*", it follows for every p € (0, 00) that

2
B - X, = [ laf 2nlt— s*) b exp (—'““") da
R

2t — s

2
= \t—s|hp/ |z |P (2#)_% exp (—‘ﬂ) dz,
R

where the final equality follows from the change of variables & = #/|t—s|". Therefore, for every

p € (0,00), after defining
2
cp = / ||? (27r)_% exp (_W) dz,
R 2

it follows for every p € (0,00) that
E[|X; — Xs[?) = cp |t — 5|

We will now prove (c). Let h € (0,1). The Kolmogorov continuity criterion states that, since for
every p € (0, 00),

E[IX: — Xf"] = cp [t — 5",
fractional Brownian motion has a Holder continuous modification with Holder exponent v € (0, h —
%) for every p € (0,00). That is, fractional Brownian motion is almost surely Holder continuous for
any Holder exponent v € (0, h). We will now prove (d). We will first identify the scaling properties
of fractional Brownian motion. Let h € (0,1) and A € (0,00). We aim to identify o € R, such

that the process (AXyas)se(o,00) 18 @ fractional Brownian motion. Since this process is a centered
Gaussian process with mean zero, it is sufficient to identify o € R such that the covariance satisfies

]E[)\X)\at)\X)\as] = t2h + 82h - |t — S|2h .
For this, notice that

EMA;WAXMA:aVEM;%x;%]:A%&m(ﬁh+s%>-u—sﬁﬂ.

We therefore require that A>72" = 1, which implies that o = —1/a. We conclude that, for every
a € (0,00), if (Xi)iecp,00) is a fractional Brownian motion with Hurst parameter h € (0,00) then
(AX, 1/ny)tef0,00) 18 also a fractional Brownian motion with the same Hurst parameter.

We will now identify p € [1,00) depending on h € (0, 1) such that fractional Brownian motion
with Hurst parameter h € (0, 1) has finite p-variation. By this we mean that, if {A,, = {0 =ty <
b1 < ...<tg,_, <tk, =1}}nen is a sequence of partitions of [0, 1] such that |A,| — 0 as n — oo,
then

lim Z ‘Btk — By, ‘p exists and is finite almost surely.
k—o00 A

For simplicity, we consider the sequence of partitions

{A, =0< on <2/m < .. < 2"=1/2n < 1},
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where, for every n € N, the scaling properties of fractional Brownian motion prove that in law, for
every p € [1,00),

2.2 By — Bi-
22 > |By - B

k=1

2”
p
= o—nph Z ’Bk — Bk—l’ .
k=1

2n
p
_ Z 27nph 2nhBL — By
277, 2”L
k=1
The sequence {Bj — Bi_1}ken is a stationary and ergodic sequence. This means that the random
variables { By, — Bi_1 }ken are identically distributed, so that in particular we have, for every n € N,
since By = 0,
2n
Z Br — Bia
2n 2n

k=1

p

(2.3) E = 27h  9E[|By|] = 2"PRE[| By ).

(For the problem sheet, observing that the above equality implies that, if the p-variation is finite
and nonzero, then the above inequality implies that p = 1/n is sufficient.) The ergodicity states
that, for the measure W" induced the space of continuous paths beginning from zero Cy([0, 00))
by fractional Brownian motion, the only measurable subsets A C Cq([0,00)) left invariant by the
shift operators {7y }ren, defined by

(o) (t) =o(k +t) —o(k) for every t € [0, 00),

have measure zero or measure one. The ergodic theorem and the estimate (Z3]) prove that, almost
surely and in L'(€2), as n — oo,

2n
27" By, — Bp_1| = E[| X4 ]].
k=1
Therefore, returning to (2.2)), it follows that in probability
0 if ph>1,
2n » 1
,}g{;; ‘BQL” B = ElXaf] if p=4,
B 00 if ph < 1.
In particular, because semi-martingales have finite quadratic variation, it follows that fractional
Brownian motion is a semi-martingale if and only if h = % That is, if and only if the fractional

Brownian motion is a Brownian motion. O
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2.1. Quadratic variation. In this section, we will define the quadratic variation ((M)¢).e[o,00) Of
a continuous local martinagle (Mt)te[o,oo) as a continuous increasing process that is defined by the
limit, along a sequence of partitions locally finite partitions

An:{():ton <ty, <...<tg, <t(k+1)n < },
of [0, 00) satisfying |A,| — 0 as n — oo by

o0

(M) = lim Y (Mg, e — My, 1)
=1

The construction is based on approximating this limit by the corresponding discrete sums. Let
A C [0,00) be a locally finite partition

A:{0:t0<t1 <o < .. <t < g <...},
and define the process (TtA(M))tG[O,oo) by

(Mtk/\t - Mtkfl/\t)2'

WE

TA(M) =

e
Il

1
That is, if t, <t < t,41 then
n
jth(M) = Z(Mfk - Mt2k,1)2 + (Mt - Mtn)2'
k=1
The following proposition proves that, for every partition A, the process (M} — T/ (M ))te[0,00) 18
a martingale.

Proposition 2.3. Let (Q, F,P) be a probability space, let (Fi)ejo,00) e a filtration on (2, F), and
let (M¢)iejo,00) be a bounded Fy-martingale. Then, for every locally finite partition A C [0, 00),
(M? — TtA(M))te[opo) is a martingale.
Proof. Let A C [0,00) be a locally finite partition
A={0=tg<ti <ta<...<tlp<tpe1<...}.
Since (Mt)ic[0,00) is bounded, it follows by definition that, for every ¢ € [0, o0),
B[|MZ — TA(M)]] < oo.

Let s <t € [0,00). Fix n € N such that ¢,_1 < s < t,. Since properties of the conditional
expectation and the martingale property prove that, for every k > n,

E[(Mtk - Mtk—1)2|f5] = E[]Wt2;C - Mtzk,l‘}—S]a

and since ) ) )
E[(Mtn - Mtnfl) “Fs] = E[Mtn "FS] - 2M5Mtn71 + Mtn71

= E[M | Fo] + (Ms — My, _,)* — M?
it follows that

00 n—1
EITA(M)|F) = D B[(Myne — My yopel Fs] + B[(My, — My, )2 Fs]+ > (M, — My _,)°
k=n-+1 k=1

= E[MZ|Fy] — E[M2 |Fs] + E[M} |Fs] — M2 + T2 (M).
Therefore, we conclude that
E[M} — T (M)|Fs] = M7 — T2 (M),
which completes the proof. O
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Observe that the processes {T/ (M)} AC[0,00) are not necessarily increasing. However, whenever
kE < j and tg,t; € A, it follows by definition that Tt%(M ) < th‘,(M ). This observation and the
boundedness of the martingale allow us to pass strongly to the limit |A| — 0 in the following
proposition, and thereby construct a continuous, increasing process ((M));c(o,00) Such that the

process (M7 — (M)¢)ie[o,00) is a martingale.

Theorem 2.4. Let (2, F,P) be a probability space, let (Ft)icpo,c) be a filtration on (2, F), and
let (Mt)te[07oo) be a bounded continuous Fy-martingale. Then there exists a unique nondecreasing
process ((M)t)ie[0,00) which vanishes at zero such that

(M7 — (M)t)ieo.00) s a martingale.

Proof. To prove uniqueness, observe that if (A;);c(o,00) and (Bi)se[o,00) are two increasing processes
vanishing zero such that

(M? — At)ielo,00) and (M7 — Bt)ielo,00) are martingales,

then the difference (A; — Bi)ic(o,00) I8 @ martingale of finite variation. Hence, the difference is
constant and identically equal to zero. To prove existence, choose a nested sequence of partitions
Ay C Ay C Az C ... satisfying |[Ag| — 0 and k& — oo. Prove that the sequence {TtA’c (M)} ren
converges strongly in L?(€2), and that the limit is satisfies the desired properties. (See Math B8.2
notes for full details, which will shortly be added here.) O

This theorem has the following important extension to continuous local martingales.
Theorem 2.5. Let (2, F,IP) be a probability space, let (Fi)icj0,0) be a filtration on (Q, F), and let
(Mt)te[(),oo) be a continuous local Fi-martingale. Then there exists a unique continuous increasing
process ((M)¢)ie(0,00) such that (M7 — (M);)e[0,00) i a continuous local martingale. Furthermore,
for every t € [0,00), for any sequence of partitions { Ak }ken of [0,t] satisfying |Ag| — 0 as k — oo,

lim | sup |T25(M)— (M),| | =0 in probability.
k=00 \ sef0,17

We can now define the quadratic covariation or bracket process of two local martingales (M;)c(o,00)
and (Nt)te[o,oo)- Based upon the computations above, for ¢ € [0, c0) and for a sequence of partitions
{Ag}ren of [0,T] satisfying |Ag| — 0 as k — oo, we expect to define

n(Ay)
(M,N); = lim Z (Mtk - Mtkﬂ)(Ntk - Ntk—l)‘
k—00 1

where by convention we define (M, M), = (M);. Indeed, by polarization, the work is already done.

Theorem 2.6. Let (2, F,IP) be a probability space, let (Fi)icp0,0) be a filtration on (2, F), and let
(Mt)te[o,oo) and (Nt)te[o,oo) be a continuous local Fi-martingales. Then there exists a unique finite
variation process ((M)t)ie(o,00) Such that

(MyNy — (M, N)i)iepo,00) 18 a continuous local martingale.
Furthermore, for everyt € [0,00), for any sequence of partitions { A tnen of [0,t] satisfying |A,| —

0 asn — o0,

lim ( sup |T2"(M,N)— (M),|| =0 in probability,
=00\ sel0,T]

where

NE

TsAn(My N) = (Myns — My, ns)(Negas — Nipyns)-

e
Il

1
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Proof. Since (M; + Ni)iejo,00) and (M — Nyi)iejo,00) are continuous local martingales, we define by
polarization the bracket

(M, N, = % (M + N, M+ N)i — (M — N, M — N)y).
The formula ]
MiNy = 7 (M + N){ = (M = N)7),
proves that ((M, N)t);c(0,00) Satisfies the desired properties. O

In the final proposition of this section, we prove an important estimate for the integral of measur-
able processes with respect to the quadratic covariation. This is the Kunita- Watanabe inequality.

Proposition 2.7. Let (Q,F,P) be a probability space, let (Fi)ejo,00) e a filtration on (2, F), and
let (My)iefo,00) and (Ni)ie(o,00) be a continuous local Fi-martingales. Let (Hs)ge[0,00) and (Ks)sefo,00)
be measurable stochastic processes. Then, for every t € [0,00),

1 1
2 t 2
/ |Hs| | K| d|(M, N)| (/ HZ2d( > (/ K§d<N>s> almost surely.
0

Furthermore, for every p,q € [1,00) satisfying 1/p+ 1/q =1,
t 3
< | ® d<N>s)
0

= (e

Proof. Let t € [0,00). By density, it suffices to prove that statement for functions of the form

K = ZKkl[tk 4 and H = ZHk Ry
k=1

where {0 =ty <t;1 < ... <tp_1 <t, =t}isa partltlon of 0,77, and where {K}}reqr,...ny and
{H}requ,...,n) are bounded random variables. It then follows by definition that

H/ [H, K| d (M, ),

/|H|K|d|<MN| S H Kl (02, M
k=1

where [(M, N>|tk L= (M, N)|, = [(M,N)], . Since it follows for every 7 € Q that, for each
ke {1,...,n}, almost surely,

<M>i’;71 —2r(M, N>§f;71 +r2(NYe = (M +rN, M + rN>§:71 >0,

tk—1
and therefore by continuity this inequality holds for every r» € R. Minimizing the lefthand side of
r € R proves that, for every k € {1,...,n}, almost surely,

o, < (a0 ) (i)

It then follows by Holder’s inequality that

/\H|\K|d]MN <ZH t“) (ZKk Vi 1>§

([ ([ o)

This proves the first statement. The final statement is then a consequence of Holder’s inequality. [
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2.2. Stochastic integration. In this section, we will develop the stochastic integral with respect to
a continuous martingale. We henceforth fix a probability space (2, F,P) and a filtration (F);c[0,00)
on (2, F). The construction is based on duality. Indeed, we will consider the class of integrators

H = § (Mt)ejo,00): (Mi)iefo,00) is @ martingale with sup E[M?] < o0 p.
te[0,00)
For every (M;);eo,00) € H, it follows from Theorem [L27 that there exists My, € L*(Q) such that,
as t — oo,

M; — M, almost surely and in L?(€).

Furthermore, it follows from Doob’s inequality that

E| sup M}?| <4E[M2Z).

te[0,00)

We therefore define an inner product and norm on H for M, N € H by
((M,N)) = E[MocNoo] and || Mg = E[MZ],
where, since (M; — (M)t);ec(0,00) 15 @ martingale,
E[MZ) = E[(M)s].

The following proposition characterizes the space H as a complete Hilbert space isomorphic to an
L?-space with respect to the sigma algebra Fo, = Ute[0,00)Ft-

Proposition 2.8. The space (H, {{-,-))) is a complete Hilbert space isomorphic to L*(Q, Foo,P).

Proof. Let (M™)nen be a Cauchy sequence in H. It follows by definition of |||/ that (MZ)nen
is a Cauchy sequence in L?(€), Foo,P). Therefore, there exists My, € L?*(, Fao,P) such that, as
n — 0o,

M? — M, strongly in L?(€).
We define the L2-bounded martingale, for ¢ € [0, 00),
M; = E[Moo|Fi],
and conclude by definition of |||l that (M;)icp,o0) € H and that, as n — oo,
(M{")ef0,00) = (Mt)sejo,00) strongly in H.

These arguments prove that the maps

(Mt)tE[O,OO) S — MOO € L2<Q7‘F<X>7P)7

M e L*(Q,Foo,P) = (E[M|F)ic,00) € H,

define a Hilbert space isomorphism between H and L?(), Foo,P). This completes the proof. ([l

We will integrate with respect to continuous L?-bounded martingales, and therefore define the
subspace H C H of continuous L?-bounded martingales

H = {(M)iepp,00) € H: t € [0,00) = M, is almost surely continuous.}.
The following proposition proves that (#, ((-,-))) remains is a complete Hilbert subspace of H.

Proposition 2.9. The space (H, ((-,-))) is a complete Hilbert space.
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Proof. It is necessary to prove that H is complete. Suppose that (M™),cn is a Cauchy sequence in
H. Then, there exists My, € L?(Q, Foo,P) such that, as n — oo,
M? — M, strongly in L*(, Fuo,P).
Define the L?-bounded martingale, for ¢ € [0, c0),
M, = E[M|F].

Since Jensen’s inequality proves for every n € N that |M™ — M| is a submartingale, Doob’s in-
equality proves for every n € N that

E| sup |M]— M

t€[0,00)

< AE[|MZ — M|

Therefore, there exists a subsequence {ng}ren such that, as k — oo,

sup |M™ — M;|> — 0 almost surely.
t€[0,00)

This proves that ¢ € [0, 00) + M; is almost surely the uniform limit of continuous functions, which
proves that (M;)ico,0c) is almost surely continuous. This implies that (My)cjoo0) € H, which
completes the proof that H is complete. O

The following two propositions provide a useful characterizations of H.

Proposition 2.10. Let (M;)ic[0,0) be a continuous local martingale. Then, (Mj)ic(0,00) € H if and
only if the following two conditions are satisfied.

(i) We have that
My € L*(Q).
(ii) We have that
E[(M)oo] < 0.
Furthermore, in this case, (M7 — (M);)se[0,00) is uniformly integrable.

Proof. If (My)ie0.00) € H then by L?*-boundedness we have that My € L*(€) and that (M7 —
(M)t)ie[0,00) is @ martingale. And, by the L?-boundedness and martingale converge theorem,

E[(M)o] = E[M%] < sup E[M}] < cc.
t€[0,00)

For the converse, because (Mt)te[o,oo) is a continuous local martingale, there exist an increasing
sequence of stopping times {7, }nen satisfying almost surely that 7,, — oo as n — oo. For every
n € N, since by assumption M™ = (Miar, 1,50} )ic(0,00) IS @ martingale, and since

<MTn> = <M>Tn1{Tn>0}’
it follows from My € L?(Q) and E[(M)s] < oo that
((MT”)E - <M7—n>t)t€[0,oo) is a martingale.

The martingale property and the fact that the quadratic variation is nondecreasing prove that, for
every n € N and ¢ € [0, 00),

E[M? ) = E[MG] + E[(M™),] < E[M§] + E[(M)¢] < E[Mg] + E[(M)o].

We then pass to the limit using Fatou’s lemma. Indeed, since the stopping times diverge to infinity
almost surely, we have that, as n — oo, for every t € [0, 00),

M. A+ — M; almost surely,

n
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and therefore, for every ¢ € [0, 00),
E[M{] = E[Mg] + E[ lim M2 ;] < E[M§] +liminf E[M? ] < E[M§] + E[(M)oc],
n—00 " n—00 n
which proves that (M;);c(o,00) is @ uniformly bounded L?(2) and therefore uniformly integrable,
from which it follows that (M;)icj0,) is a continuous martingale. This completes the proof that
(Mi)iefo,00) € H-

We will now prove that if (M;)seo,00) € H then (MZ — (M))seq0,00) is uniformly integrable. The
martingale convergence theorem proves that there exists Mo, € L?(Q) such that, as t — oo,

M; — M, almost surely and strongly in L*(€).
This implies by Holder’s inequality that
M? — M2 almost surely and strongly in L'(Q),

using the equality |M? — M2 | = |(My — Moo)||(M; + Mo)|. Therefore, since the bracket process
is an increasing function, the dominated convergence theorem with dominating function (Ms)eo
proves that, as t — oo,

(M); — (M)s almost surely and strongly in L'(Q).
In combination, this implies that, as t — oo,
M? — (M) — M2 — (My)so almost surely and strongly in L'(Q).

The equivalent properties of the martingale convergence theorem then prove that (M7 —(M);)te(0,00)
is uniformly integrable. O

Proposition 2.11. Let (Mt)te[o,oo) be a continuous local martingale. Then, (Mt)tE[O,oo) converges
on the set {{M)oo < 00}.

Proof. For every n € N define the stopping time
op = inf{t € [0,00): (M); > n}.

For every n € N, consider the stopped local martingale (M, At)te[o,oo)- It follows by definition of
the {op }nen that, for every n € N,

E[{(M°™) o] < n.
The above proposition proves that there exists M, € L?(Q) such that, as t — oo,
Mgt = Moo, almost surely and strongly in L*(Q).
Observe that for every n < m € N, it follows that
(2.4) Moo, = Moo on the set {(M)o < n}.
We therefore define

Mo n(w) if we {(M)o <n} for some n €N,
Moo(w) = {0 if w e {(M)o = oo}

It then follows from (Z4) that, for almost every w € {(M)s < 00}, as t — oo,
Mt(w) — M00<w)7

which completes the proof. O
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Let (Mt);e[0,00) € H, and suppose that
A:{0:t0<t1<t2<t3<...},

is a locally finite partition of [0, c0). Here locally finite means that for every compact set K C [0, 00)
the intersection K N A is finite. For uniformly bounded random variables { K;};cn satisfying that
K; is Fi,-measurable for every i € N, consider the simple process, for ¢ € [0, 00),

g Z Ki]‘(ti,ti+l] (t)
=0

The stochastic integral of the process (K¢)ejo,00) With respect to (My)e(o,00) should mimic the
discrete stochastic integral, and were therefore expect that

00 o)
/ Ko dM, =Y Ki(M,,, — M,).
0 i=0

Since the random variables { K };cn are uniformly bounded and since Kj; is F,-measurable for every
1 € N, it follows from Proposition [[L9 that the process

(/ K,dM, = ZK (My, n — My, /\t)) )
te[0,00)

i=0

is a martingale. Furthermore, by the martingale property and the predictability and uniform
boundedness of (K¢);e[0,00)

%) 2 o0
(/ K, dMS> =E | Y K} (M, - Mti)2] <
0 i=1

We therefore conclude that the stochastic integral of a uniformly bounded, predictable simple
process with respect to an element of H is again an element of H. In the following proposition, we
observe that the stochastic integral of a discrete process defines an isometry by which we come to
extend the integral to more general processes.

sup KZ|| E [Mgo] .

te[0,00)

o0

Proposition 2.12. Let (M;);c(o,00) and (Nt)iejo,00) be elements of H, let
A:{0:t0<t1<t2<t3<...},

be a locally finite partition of [0, 00), and for uniformly bounded random variables { K;}ien satisfying
that K; is Fi,-measurable for every i € N let (Ky)e[0,00) be defined by

e
= Z Kil(ti,tzq-ﬂ :
=0

/KdMS,N U KdMNﬂ

t 0
lim / K,dM, = / K,dM, strongly in L?*(Q),
0

t—o00 0

Then,

Proof. Since
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it follows by definition and the martingale property that

o o= ([ )

=E <Z Ki(Mtz‘+1 - i ) i J“ a

J=1

=K ZK (My,,, — )(Ntz+1 _Nti)]

=K ZKi(Mti+1Nti+1 - MtiNti)] :
Li=0

We will now analyze the final term on the righthand side of this equality. The martingale property
and the predictability of (Kt);c[o,00) Prove that, for every i € No,

E[Ki(Mti+1Nti+1 - MtiNti)] = E[Ki(E[Mti+1Nti+1 "th] - MtiNti)}'
Since the process (M Ny — (M, N)t)ic[o,00) i @ martingale,
E[Mt Nti+1|fti] = E[<M7 N>ti+1‘]:ti] + MtiNti - <Mv N>ti'
Therefore, by the martingale property and predictability of (Kt)tG[O,oo)7 for every i € Ny,
E[Kl(Mt Nt - MtiNti)] = E[Kl(EKM’ N>t2'+1 |‘Ft7,] - <Ma N)nﬂ
= E[K;((M, Nt — (M, N)y,)].

Therefore, by definition of the deterministic integral with respect to the quadratic covariation,

i+1

41 41

141

/KMS,N

ZK MN> z+1_<M7N>t¢)]

i=0

:E{AMKAMLN%]

This completes the proof. O

Observe in particular that, by choosing
t
(Nt = / K, dMS) eH,
0 t€[0,00)

the above computation proves that
[e.e]
_EU)HMMA.
0

([ )

This equality is the It6 isometry, and it suggests the class of processes for which we can define the
stochastic integral with respect to an element (Mt)te[o,oo) eH.

Definition 2.13. For every (M;);c(0,oc) € H, We define the space

L*(M) = {(Kt)te[(],oo): (Kt)ie[o,00) 18 predictable and satisfies E [/0 K2 d<M>S] < oo} )

”KHL2(M) =E [/0 Kf d<M>s} .

We define, for every (Kt)c(o,00)s
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In the following theorem, for every (M;)ie(o,00) € H and (Ki)ep,00) € L*(M), we construct the

stochastic integral
¢
< / K dMs> ,
0 t€[0,00)

as an element of H. The proof is a consequence of the Riesz representation theorem, and it is for
this reason that we proved that H is a complete Hilbert space.

Proposition 2.14. For every (Mi)icp,) € H and (Kt)ie(o,00) € L?(M), there erwists a unique
element ((K ® M)t)c(0,00) € H which satisfies for every (Ni)ic(o,00) that

(K o M, N)) [/ KdMN}]
We will henceforth write, for everyt € [0,00),
t
(K o M), = / K, dM,.
0

Proof. The Kunita-Watanabe inequality proves that, for every (N;)icp,) € H,

‘ [/ KdMN)} <EU°O|K|d\<MN>115]
| () wrawn.)

1
= HK||L2(M)E[<N>00]2-
= & 2 ary [Vl

E

([ w0’

We therefore conclude that the map
(Nt)iep,0) EH— E [/ Ksd(M, N)S] eR
0

is a continuous linear functional on . The Riesz representation theorem therefore proves that
there exists a unique elements ((/K o M););c(0,00) € H Which satisfies that, for every (Ni);c(o,00) € H,

((K o M,N)) [/ KdMN}]

This completes the proof. ]
Observe in particular that, for (M;)icjo00) € H and K € L?(M), by choosing (N; = (K e

M)t)ie(0,00) We have
0

((K o M,N)) [(/ KdM>

which is the general It6 isometry. This isometry implies that if (K™),eny € L?*(M) and K € L?(M)
satisfy that

i 1K~ Ky = Jim B | [ 1K~ 62 aqn] <o,

lim E [(/OOO K™ d(M), —/Ooo st<M)5)2] = 0.

then it follows that
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This fact can be used to justify the more standard construction of the stochastic integral based
upon Riemann sum approximations. Precisely, for a sequence of locally finite partitions

{A"={0=ty <t} <ty <...}}en

which satisfy that |[A"| — 0 as n — oo, define suitable simple approximations

77141

oo
KPP =Y KM (b),
i=0

which satisfy
: n -
nlggo K™ — K||L2(M) =0.

Since for simple processes we know that, for every ¢ € [0, 00),
t o0
| Kz = 37 K (Mg e = Mg
0 i=0

it follows that, as n — oo,

© t
Z K3 (Myp, ne — Minae) — </ K dMs> strongly in H.
i=0 0 te[0,00)

We will now extend the definition of the stochastic integral to the class of continuous local
martingales. If (Mt)te[o,oo) is a continuous local martingale, then there exists a nondecreasing
sequence of stopping times {tauy }nen such that 7, — oo almost surely as n — oo, and such that
for every n € N we have

te[0,00)

(MtTn)tE[O,oo) - (MTn/\tl{Tn>0})t€[0,oo) €EH.
Since it holds that
(M) = (M1(7, 01)runts

we define the space LZ (M) to be the space of predictable processes (Kt)te[o,00) for which there
exists a nondecreasing sequence of stopping times {0, },en satisfying almost surely that o,, — oo

as n — oo such that . -
E [/ K d<M>S} =K [/ K d<M"”>S} < 00.
0 0

The following proposition is then a consequence of localization.

Proposition 2.15. Let (M;)c(0,00) be a continuous local martingale and let (Ky)iejo 00) € L7,0(M).
Then, there exists a unique continuous local martingale ((K ® M)i)ieo,00) Such that, for every
continuous local martingale (Nt)te[o,oo) there exists an nondecreasing sequence of stopping times
{Tn}nen satisfying almost surely T, — oo as n — oo such that, for everyn € N,

(M™)ie(0,00): (N{™)tepo,00) € H and (Ky)iepo,c0) € LA (M™),
such that, for every n € N,

t
([ .)€ e M e €
0 t€[0,00)
and such that, for everyn € N,
(o0 ) = | [ K, v
0

In the final definition of this section, we define the stochastic integral with respect to a continuous
semimartingale. The integral with
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Definition 2.16. Let (X; = A; + M;)ic[0,00) be a continuous semimartingale, where (A¢);c(o o) i
a continuous process of bounded variation, and where (Mt)te[o,oo) is a continuous local martingale.

For every bounded process (K¢)e[0,00) € L% (M), we define the continuous semimartingale

t t t
(/ stXs> = </ stAS—{—/ stMs> .
0 t€[0,00) 0 0 te[0,00)
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2.3. The integration-by-parts formula. In this section, we will prove an integration-by-parts
formula that plays the role of the Leibniz rule in stochastic calculus. We will use this formula in
the proof of It6’s formula below. The proof is a straightforward consequence of the definition of
the quadratic variation and the existence of the stochastic integral.

Proposition 2.17. Let (M;)icj0,00) and (Ni)icfo,00) be continuous semimartingales. Then the pro-

cess (M Ni)iejo,00) 95 @ continuous semimartingale which satisfies, for every t € [0, 00),

t t
M{N; = MyNy + / Ng dM; +/ My dNg + (M, N)y.
0 0
Or, in differential notation,
d(M;Ny) = Ny dMy + My dNy + d(M, N),.
Proof. Let A C [0,00) be a locally finite partition
A={0=ty<t; <ty <...}.

For every i € Ng, observe that

Mti+1Nti+1 - MtiNti = Mti(Nti+1 - Nti) + Nti (Mti+1 - Mti) + (MtiJrl - Mti)(NtiJrl - Nti)'
Therefore, for every t € [0, c0),
o0
MiNy = MyNo + Z(Mti+1/\tNti+1/\t — Nyt My nt)
=0
o
= MUNO + Z (Mti(Nti+1 - Nti) + Nti(Mti+1 - Mti) + (Mti+1 - Mti)(Nti+1 - Ntz)) .

i=0
Since the fact that (Mt)te[o,oo) and (Nt)ie[0,00) are continuous implies that they are respectively in
L% (N) and L2 (M), it follows after passing to the limit |A| — 0 that, for every ¢ € [0, 00),

t t
M,N, = MoNy + / M, dN, +/ Ny dM, + (M, N),,
0 0

which completes the proof. ]

We are now prepared to prove Itd’s formula, which is essentially the fundamental theorem of
the calculus of semimartingales. There are many approaches to prove this statement, much like for
the construction of the stochastic integral, including a direct argument based on Taylor expansions
and discrete approximations along a sequence of partitions whose mesh approaches zero. The
approach we take is based on the integration-by-parts formula and the Stone-Weierstrass theorem,
which states that polynomials are dense in the space of continuous functions on a compact set of
Euclidean space.

Theorem 2.18. Let (Xt);c(0,00) be a continuous, d-dimensional semimartingale and let f € C?(RY).
Then (f(Xt))iec(o,00) 18 @ semimartingale which satisifes

(2.5) f(X1) = f(Xo) +2/ 5o, X = Z/ 8%8% Xo)d(X", X7),.

Proof. We may assume without loss of generality that the semimartingale (Xt);c(o,~0) takes values

in a compact subset of R?. For, if not, we can introduce the stopping times {Tr} Re(0,00) defined
by
Tr = inf{t € [0,00): X; ¢ Br},



38 BENJAMIN FEHRMAN

prove the theorem for the stopped process (XtTR)te[o,oo)a and pass to the limit R — oo using the
continuity of (X¢):e[0,00)-

We observe that for every i € {1,...,d} equation (ZH]) is satisfied by the function f;(z) = x;,
since

t
Xi :X5+/ dx’.
0

Similarly, formula () is satisfied by the constant function f = 1 and if functions f,g € C?(R%)
and ¢ € R then by linearity if f and g satisfy (Z.3]) so too do ¢f and f + g. It remains to prove that
the product fg satisfy (2.35]).

Assume that f,g € C*(RY) satisfy (Z5). Then, the processes (f(Xt))tefo,00) and (9(X+t))sefo,00)
are semimartingales, and the integration-by-parts formula proves that

(26) A (X0)g(X0)) = F(X0)dg(X) + g(X0) dF(X0) + dLF(X0),9(X0)
where

(2.7 ag(X) =i % (xyaxi+ Ly axla% )X, X7,
where - ”7

(2.8) f(Xy) :Zd: )dX7 + - Zd: af;f% (X,)d(X?, X7,
and where .

(2.9) A(F(X), (X)) = f_j o <Xt>§jj<xt> a(x*, X%,

Returning to (2.6), it follows from the identities

d(fg) of afg)  O*f af dg | Of g &g
= oz an = g -t + ,
o0x; ox; ox; O0x;0r;  Ox;0x; Ox; Ox; Oz Ox; O0x;0x;

from the symmetry of the quadratic covariation, and from 2.7), [2.8)), and (Z9) that

d d
Afyg i 1 82(f9) iy
d(f(X, ; . Xt dXs+2”z::1 aziaxj(Xt)d<X’X>t’

which completes the proof that the product (fg) satisfies [25]). We therefore conclude that every
polynomial function satisfies ([2.5)).

Let f € C?(R?) be arbitrary and fix R € (0, 00) such that X; € Bp for every t € [0,00). Then,
by the Stone-Weierstrass theorem, there exists a sequence of polynomials {p,, },en such that, in the
C2-topology,

i (i“é’ [1£(2) = pa(@)| + [V f(2) = Vpu(2)| + | V2 f(x) - V2p”(””)u> "

Since each of the polynomials {p, },en satisfies ([2.0), after passing to the limit n — oo the uniform
C2-convergence of the {p, }nen to f and the Ité isometry prove that f satisfies (25). This completes
the proof. 0
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In the case of a standard d-dimensional Brownian motion (Bt)t€[0,00)7 it follows by choosing

f(x) = |z|* in 1td’s formula that
d t . . d t . .
|Bt|2:22/ Bl dB! + Z/ d(B*, B,
i=170 i,j=1"0

d t d ¢
:22/ B;'dB;'JrZ/ dt
i=1"0 i=1"0

d
:22/ B! dB! + dt
i=1"0

Hence, the square of the Euclidean norm of a d-dimensional Brownian motion satisfies

d t 1

Z/ BidBi = - (\Bt\2 . dt) .
, 0 2

=1
In particular, in one-dimension,
t
1
/ BsdB, = —(B? — 1),

0 2

which reproves the statement that (B; —t).c(0,00) is @ martingale.
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3. APPLICATIONS OF STOCHASTIC CALCULUS

In this section, we will explain some important applications of stochastic calculus. The first is
the stochastic analogue of the exponential function.

3.1. The stochastic exponential. The exponential function Y; = exp(t) is the unique solution
to the ordinary differential equation
dY; = Y;dt in (0,00),
o

and in this way plays an essential role in the theory of ordinary and partial differential equations.
For instance, we can reduce the nonlinear partial differential equation

du = Au+ |Vu|* in R? x (0, 00),
{ u = g on R? x {0},
by making the exponential transformation
v(z,t) = exp(u(z,t)),
whereby the chain rule implies that v solves the linear heat equation
0w = Av in R? x (0, 00),
{ v =exp(ug) on R?x {0},
which can be solved explicitly in terms of the heat kernel. We will see below, for the simpler

example of a geometric Brownian motion, that the stochastic exponential defined below can be
similarly used to simplify terms appearing stochastic differential equations.

Proposition 3.1. Let (Xt):e(0,00) be a continuous semimartingale that vanishes at zero. Then the
continuous semimartingale (E(X)t)ic(0,00) defined by
X
8(X>t = exp <Xt — <2>t> 5

is the unique continuous semimartingale solution of the stochastic differential equation

dZy = Z, dX; in (0,00),
(3.1) ' e ( )

Zy=1.

The process (E(X)t)efo,00) 18 the stochastic exponential of (Xt)ie[0,00)-

Proof. We first observe formally that if (Z;);c[0,00) solves (B.1]) then It6’s formula would prove that
(10g(Zt))te[07oo) solves

d(l0g(2)) = = dZ, — —

- — Az
Zt 2Zt2d< )t

1

This would imply that
(XD
2 9

log(Zy) = X —
from which it follows that
X
(3.2) Zy = exp <Xt _ 4 2>t> .

This argument, however, is not justified because we do not know a priori that a semimartingale
solution to (BI)) exists, and because the logarithm is not a C?-function on the whole of R. The
latter of these points is not so serious, however, because we could instead analyze approximating
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processes that are stopped before hitting a neighborhood of the origin. Nevertheless, equation (B:2])
provides a candidate for the solution, and we define the stochastic exponential (£(X)¢)ejo,00) bY

X
E(X)r =exp <Xt — < 2>t> .
It then follows by definition that £(X)p = 0 and by using It6’s formula that

AE(X): = E(X)ydX, — SE(X) (X + LE(X)ed(X)s
— 5( )t dXt,

which complets the proof that (£(X)¢)e(o,00) solves (B.1)).

In order to prove uniqueness, observe using It6’s formula that the inverse process (£(X); l)te[om)
defined by

X
X

E(X);" = exp (_Xt N <);'>t> |

solves the equation

dE(X);t = =) HdX, + E(X); (X
If (Zt)te[0,00) 1s @ continuous semimartingale solution of (3.)), then the integration-by-parts formula
proves that

AZE(X)Y = 2, de(X)7 + £(X) 71 Az + dEX) Y, Zy)y
= ~Z&(X); " AX, + ZE(X); X, + ZE(X); AX)y — ZiE(X); A(X),
=0.
Therefore, for every t € [0, 00),
ZiEX);t = ZoE(X); P =1 and Z; = E(X)s,
which completes the proof. O

A geometric Brownian motion is a stochastic process (St)te[o,oo) that satisfies the stochastic
differential equation, for a standard one dimensional Brownian motion (By)ic[o,c), for some p, o €

R,

33 dSt = ,uSt dt + O'StBt in (0, OO),

(3:3) So = 1.

Versions of such processes play an important role in mathematical finance, where (S);c[0,0c) T€D-
resents the value of a stock or bond, where the parameter p is the interest rate, and where the

parameter o quantifies the volatility of a financial market. In the following proposition, we use the
stochastic exponential to solve equation ([B.3]). Observe, in particular, that the solution is positive.

Proposition 3.2. Let (Bt).c(o,00) be a standard one-dimensional Brownian motion and let ji, 0 € R.
Then the stochastic process (St)ic(o,00) defined by

(3.4) S; = exp ((M - U;) t+ aBt) ,

is the unique continuous semimartingale solution of ([B3)).

Proof. The fact that (St)e[o,00) 18 a solution of ([B.3) is an immediate consequence of 1t6’s formula.
Now, suppose that (S¢)cj0,) s an arbitrary continuous semimartingale solution of (B.3]), and let
(E(0B)t)tej0,00) be the unique solution of the equation

dé(oB); = 0€(0B);dB; in (0,00),
5(0’3)0 = 1,
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defined in Proposition B.1] by

2
since (B); = t. It was shown in Proposition Bl that the inverse process (E(UB);l)tE[O’OO) satisfies
E(oB)[' = —0&(oB); ' dB; + 0?E(0B); dt.
Therefore, by the integration-by-parts formula,
d(SiE(eB); 1Y) = S, dE(oB); ' + E(aB); 1 dS; + d(S,E(eB) 1),
= —0SE(oB); dB; + 0S:E(0B); o dB; + uSiE(oB); t dt
+ 028, E(oB); tdt — 0%SE(oB); t dt
= uSiE(oB); ! dt.
We therefore conclude that

2
E(oB)y = exp <O‘Bt - Ut> ,

Si€(0B); = exp(ut),

o2
St = exp ((,u— 2) t—l—UBt) .

This completes the proof. O

and therefore that
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3.2. Levy’s characterization of Brownian motion. In this section, we will use stochastic calcu-
lus to prove that Brownian motion is uniquely characterized in the class of continuous local martin-
gales by its quadratic variation. Observe in particular that for general martingales (M;);c(o o) the
quadratic variation process ((M))e[o,00) is @ random process, in the sense that for every ¢ € (0, 00)
the random variable (M); is not deterministic, which is not the case for a standard Brownian
motion.

Theorem 3.3. Let (M¢).(0,00) be a continuous local martingale vanishing at zero. Then (M¢)e(o,00)
is a standard Brownian motion if and only if, for every t € [0, 00),

(M) =t.
Proof. Tf (M)ie(0,00) = (Bt)ic[0,00) 18 @ Brownian motion, then for every 7' € (0,00) and N € N,

0 2
> (BLIWT - B%/\T) ;

k=0
is a sum of independent random variables with mean 1/N. Hence, after rewriting this sum,

> (Begar = Byar) = (XN (Bugir = Byr) |-
k=0 k=0
the law of large numbers proves that, as N — oo,

1 [ 2

N ( E N (BMAT - B%AT) > — T almost surely,

N
k=0

from which we conclude that (B)r = T, for every T € (0,00).

Now suppose that (M;);c(o,o0) is @ continuous local martingale satisfying (M), = t for every
t € [0,00). It then follows that, for every T' € (0,00), the stopped martingale (MtT)tE[O,oo) =
(MinT)eeo,00) Satisties (M"Y = (M)p = T. We therefore conclude that, for every T' € (0,00),
the martingale (M, )tG[O,oo) is L2-bounded and hence uniformly integrable. This implies that
(M{)ic0,00) is a martingale, for every T' € (0,00), and hence that (M;)ie(p00) is @ martingale.
We will not prove that (My)c,) is @ Brownian motion.

Since it follows by definition that My = 0 and that (M;)ico,c) is almost surely continuous, it
remains only to prove that M; — M, is normally distributed with mean zero and variance t — s, for
every s < t, and that M; — M, is independent of Fj, for every s < t. Let s < t. For the proof, we
will essentially study the characteristic function, for each o € R,

Elexp(ia(M; — My))],

which is related to the complex exponential

2 2
<exp (ioaMr + O;(M>T>) = (exp (iaMr + 0427’)> .
t€[0,00) r€[0,00)

Observe that this is the stochastic exponential of the complex martingale (iaM;),c[0,)-
We say that a complex-valued process is a complex martingale if both its real and complex parts
are martingales. In the case of the complex exponential, for every r € [0, c0),

2 2
exp <iaMr + a2r> = exp (a27“> (cos(aM,.) + isin(abM,)) .

Since the argument for both the real and complex parts are the same, we will prove that

2
exp ar sin(aM,)
2 re(0,00)
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is a martingale. Define the process of bounded variation
(AT)TE[O,OO) - (Sin<O‘MT))r€[0,oo)7
and define the process (Z;),¢[0,00) bY
Z, = sin(abM,).

. The integration-by-parts formula proves that

2
d (exp <°“27"> sin(aMr)> = A, dZ, + Z,dA, + d(A, Z),,

where Itd’s formula and (M), = r prove that

2
dZ, = acos(aM,)dM, — % sin(aM,) dr,

2 2
(03 o r
dd, = 5 exp (2)

and where d(A, Z), = 0 since (A;),¢[0,00) has bounded variation. Hence,

2 2
d <exp <0427“) sin(oaMr)> = aexp <azr> cos(aM,)dM,,

which implies using the boundedness of the cos function that the lefthand side is a martingale.
And, therefore, we conclude that the complex stochastic exponential is an exponential martingale.
The martingale property proves that
2 2
t
E [exp (z’aMt + a2> ]]:S] = exp (z’aMs + a25> )

Since the deterministic functions are Fg-measurable, and since My is Fs-measurable, this implies
that

where ordinary calculus proves that

o2
E [exp(ia(M;y — My))|Fs] = exp (—2(15 - 8)) :

This implies that (M; — Mj) is normally distributed and independent of Fs, which completes the
proof. (The full proof will be added after the next problem session.) O
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3.3. The Dambis-Dubins-Schwarz theorem. In the case of a standard Brownian motion, the
oscillations of the process effectively act as a clock in the sense that the quadratic variation (B); =
for every t € [0,00). In this section, we will prove that every continuous martingale (Mt)te[o,oo) that
“oscillates enough” in the sense that (M), = oo almost surely is merely a time-changed Brownian
motion. That is, on the event {(M), > t} the martingale is behaving like a Brownian motion
that has been “sped-up”, and on the event {(M); < t} the martingale is behaving like a Brownian
motion that has been “slowed-down.” We make the notion of a time change precise in the next
definition.

Definition 3.4. Let (2, F,P) be a probability space, and let (F)ic[o,00) be a filtration on (€2, F).
A time change is a nondecreasing sequence of right-continuous JF-stopping times (0);¢[0,00) Which
satisfy o3 — 00 as s — oo almost surely.

Observe in particular that, given a uniformly integrable martingale (M;);c[o,o0) and a time change
(0t)t€]0,00)» We can define the time-changed process (My,);c(0,00)- The optional stopping theorem
proves that, for every s <t € [0, 00),

]E'[Mo't‘fo's] = Ma's'

That is, the time-changed process (Mg, )ic[0,00) 18 @ martingale with respect to (Fo,)e0,00), Which
is the filtration generated by the time change (0¢):c[0,00)-

We will now show that every continuous local martingale (M;);(o,o0) that satisfies (M)oo = o0
almost surely is a time-changed Brownian motion. The time change is determined by the quadratic
variation process ((M)¢)ie[o,00)- We will “slow down” the martingale if its quadratic variation is
larger than ¢, and we will “speed up” the martingale if the quadratic variation is smaller than .
The theorem follows immediately after the next two lemmas.

Lemma 3.5. Let (My)cj0,00) be a continuous local martingale vanishing at zero. Then M; =0 for
every t € [0,00) if and only if (M)t =0 for every t € [0, 00).

Proof. If M, = 0 for every t € [0, 00) then it follows by definition that (M); = 0 for every ¢ € [0, 00).
To prove that, suppose that (M), = 0 for every t € [0, 00). Then, since (M7 — (M)t)ie[0,00) 18 a local
martingale, it follows that there exist a sequence of stopping times {7, },en that satisfy 7, — oo
almost surely as n — oo such that

IE‘E[]\4t2/\7'n] =0.
Therefore, by continuity, it follows almost surely that M? = 0 for every ¢ € [0, 00). This completes
the proof. O

Lemma 3.6. Let (M),c(0,00) be a continuous local martingale vanishing at zero. Then, the inter-
vals of constancy of (My)iejo,00) and ({M)t)ic(o,00) coincide almost surely. That is, almost surely,
M (w) = My(w) for every t € [a,b] if and only if (M)i(w) = (M)p(w) for every t € [a,b].

Proof. Tt follows by definition that ((M);)ic[,00) is constant on an interval [a, b] if (My)icp,00) 18
constant on [a,b]. Let a € QN [0, 00) and let T, denote the stopping time
T, = inf{s € (a,00): (M)s > (M),}.

A repetition of the above argument proves almost surely that M; = M, for every t € [0,T,]. It
then follows by density of the rationals and continuity that if (M), is constant on an interval [a, b]
then almost surely M; is constant on [a,b]. This completes the proof. O

Theorem 3.7. Let (Mi)ejo,00) be a continuous local martingale vanishing at zero that satisfies
(M)oo = 00 almost surely. Define the stopping times {0t }iec(0,00) 0Y

o = inf{s € [0,00): (M)s >t} =sup{s € [0,00): (M)s = t}.
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Then, (Mo, )ic[0,00) 5 @ standard Brownian motion (By)icp,00) and, for every t € [0, 00),
M, = B,

Proof. First, we observe that the stopping times (Jt)te[opo) are indeed stopping times. This relies
on the right continuity of the filtration (F%).(o,00), Which means that, for every ¢ € [0, c0),

Fi = N>t Fs.

Let M, denote the time-changed process (Mgt)te[gpo). Then, M, is a F,,-martingale. Indeed, for
every t € [0,00), the stopped process (Mg, ps) sef0,00) 18 L?-bounded and hence uniformly integrable
since (M%), = (M),, = t almost surely. Therefore, the optional stopping theorem applies and,
for every s <t € [0, 00),

E{Mat‘}—as] = M,,.
Since t € [0,00) was arbitrary, this completes the proof that (Mgt)te[oyoo) is a Fy,-martingale.

Let M? denote the F,,-martingale (MO't)tE[QOO)' We aim to apply Levy’s characterization of
Brownian motion, and for this it is necessary to prove continuity and to prove that the quadratic
variation satisfies (M7); = t. For the quadratic variation, since the assumption (M), = oo implies
that o, < oo almost surely, we have that by definition of the time change, for every ¢ € [0, c0),

(M)t = (M%")oo = (M)o, = t.
To prove continuity, for every ¢ € [0, 00), the definition of the time change proves that
lim M,, = M;,

s—t—

where by continuity of ((M):)ic[0,)
t =sup{s € [0,00): (M)s <t} =min{s € [0,00): (M)s = t}.

Similarly,
lim M,, = M,

s—t—
where

t =inf{s € [0,00): (M)s >t} = max{s € [0,00): (M)s =t} = oy.
Since the intervals of constancy of the quadratic variation and the continuous local martingale
almost surely coincide, and since the quadratic variation is constant on the interval [t, ] = [t, o¢],
we conclude that
My = My = M,,,
and therefore that
lim M,, = M,,.

s—t
Levy’s characterization of Brownian motion implies that (Mg, )c[o,00) is @ standard F,,-Brownian
motion (By)se(0,00) Where by definition B; = M,,.
It remains to prove that, for every ¢ € [0, 00),

By definition, for every t € [0, 00),
By, =B

(M)

where by definition, for every ¢ € [0, c0),
Ty, = inf{s € [0,00): (M)s > (M)} = sup{s € [0,00): (M)s = (M)}.
Therefore, for every t € [0,00), it follows that oy, = t and that the quadratic variation is

constant on the interval [t, o ys),]. Since the intervals of constancy of the quadratic variation and
the martingale almost surely coincide, we conclude by definition of (By);c(o o) that

Mt - MO’<1\/[>t — B<M>t’



which completes the proof.
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3.4. The Burkholder-Davis-Gundy inequality. We have already observed that if (M;)ic[o,00)
is an L2-bounded continuous martingale, then the quadratic variation process ((M )t)te[0,00) €XiSts
and we have, for every t € [0, c0),

If we define the running maximum

it is then immediate that
E[(M)] = E[M{] < E[(M{)?].
Alternately, Doob’s inequality proves for every t € [0, c0) that, since (Mf)te[o,w) is a submartingale,

E[(M;)?] < 4E[M{] = 4E[(M)].

In combination, therefore, we have for every t € [0, 00) that

%E[(Mt*)Q] < E[(M){] < E[(M;)?],

which implies that the L?-norm of the running maximum and the L'-norm of the quadratic variation
are equivalent norms. The Burkholder-Davis-Gundy inequalities prove that this is the case for every
LP-norm, for every p € (0,00), in the sense that the L?’-norm of the running maximum and the
LP-norm of the quadratic variation are equivalent.

Theorem 3.8. For every p € (0,00) there exist constants ¢, Cp, € (0,00) such that, for every
continuous martingale (My)ic(0,00) vanishing at zero, for everyt € [0,00),

(3-5) cpE[(M;)*] < E[(M)]] < CE[(M[)?].

Proof. Let (Mt).c(0,00) be a continuous martingale vanishing at zero. For every n € N let T}, be the
stopping time defined by

T, = inf{t € [0,00): |M;| >n or (M), > n}.

Observe that if we prove that the theorem holds for the stopped martingales (M, T " )te[0,00)s fOT
constants that are independent of n € N, then we can apply the monotone convergence theorem to
deduce that the theorem holds for (M;);c(9,o0)- The monotone convergence theorem applies because,
for every t € [0, 00), the functions (MT"); and (M), are nondecreasing functions of n € N. We can
therefore assume without loss of generality that (Mt)te[o,oo) is a bounded martingale with bounded
quadratic variation. This assumption guarantees that, in the applications of I[t6’s formula to follow,
all of the integrals appearing are true martingales, as opposed to only local martingales.

Henceforth, let (M¢);e(o,00) be @ bounded continuous martingale vanishing at zero with bounded
quadratic variation. We have already proven (3.3]) in the case p = 1. Suppose now that p € (1, 00).
Then, since the function f(z) = |z|*’ is twice continuously differentiable, it follows from Ito’s
formula and the fact that (M;)icjoc) vanishes at zero that

t t
ML = 2p /0 M2 sgn(M,) dM, + p(2p — 1) /0 ML) (),

Hence, after taking the expectation, using the fact that the first term on the righthand side is a
martingale,

t
E[1M*] = p(2p - 1E [ / |, 2D d<M>s] < p(2p — VE (M 20D (a1), |
0
Hence, by Holder’s inequality with exponents p and p/p—1,

E[|Mi[7] < p(2p — VE [(M7)*) 7 E[(M))F
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Since Jensen’s inequality implies that \Mt]2p is a submartingale, it follows by Doob’s inequality

that

2p
Mwm%s(g?ﬂ B[],

and therefore we have that

*) 2 2p 2 *\2p1 221 pl
BI05)7] < (507 ) plow - DEIM)*) 7 B LA,

p—1

After dividing through by E[(M;)?F] » |

B =
B =

2p
B[04)7)F < (50) pw - DR},

2p —1

from which we conclude that

s [v] < (525) " o - vy (07,

This completes the proof of the leftmost inequality in (B.5]) with

Cp = (2;? 1) v (p(2p—1))7".

For the rightmost inequality in ([B.3]), define the process

¢ p=1
Nt_/ (M)y* dM,.
0

The reason for considering this process is that its quadratic variation is defined by

ww;éwwlaMm—gMﬁ

Therefore, owing to the fact that (N; — (VN >t)t€[0,oo) is a martingale vanishing at zero,

;HwﬂﬂzEWWﬂzEWﬂ

p—1

However, we observe using the integration-by-parts formula that, since ((M); > );c(0,00) is @ process
of bounded variation owing to the facts that p € (1,00) and that ((M)¢);e[o,00) is @ bounded process
of bounded variation,

p=1 t p—1 ¢ p=1
mn® = [ant= ar+ [Cana(an®)
0 0
t p=1
=N, —1—/ M,d ((M}S2 > .
0
We therefore conclude that

p=1 t p=1 p=1
uwsumuMnQ+/WMAdOM%2)§M@M@f.
0

Hence, again applying Holder’s inequality with exponents p and »/p—1,
p—1

;E[<M>f] = E[N7] < 4E[(M;)* (M)} "] < 4B[(M;) ] E[(M)}] T

We conclude that X
< 4pE[(M])*P]#,

B =

E[(M)1]
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and therefore that
E[(M)}] < (4p)PE[(M])?).
This completes the proof of the rightmost inequality of (BX) with
CP = (4p)p7

and therefore the proof of (B3] in the case p € (1,00). We have by now completed the proof for
every p € [1,00). It remains to consider the case p € (0,1).
Let p € (0,1). For every a € (0,1) let (N{*);g[0,00) be defined by

t _
N :/ (M)y + a) "7 dM,.
0
The quadratic variation process ((N);)ic[0,00) Satisfies

(3.6) ()= [ (). +apt i, -

where the final equality uses the fact that d ((M); + «) = d(M);. Furthermore, since it follows by
definition that

(M)t + )",

p—1

AN = (M) +a) 2 dM;,
it follows that -

dM; = ((M); + )2 dN/.
The integration-by-parts formula proves that, since the process

1-p

(), +a)")

te[0,00)

is a process of bounded variation,

1—-p

:Mt+/0tNgd(<<M>s+a>2).

Therefore,
B0 I < INEI D+ 05 + [N (00 +0)'T) <2097 (M) + )

Let t € [0,00). It follows from (B.7) that, for every s € [0,¢],

1-p

(M, < 2N ((M)s +0) 2" < 2N (M) +0a) 2",

from which it follows that )
1—Dp

[ M7 < 2(N®)g (M) +a) 2
It then follows from Holder’s inequality with exponents 1/p and 1/1—p that

(3.8)  E[(M;)¥] <2¥E [(Nta’*)Q”((M% + a)p(l_p)] < 2%E [(NF)PE [((M) +a)?] 7.
It then follows from Doob’s inequality and (B.6]) that
B [(N7)?] < 4B[(N?)?) = 4B(V")] = SE[(M)i+ o).

Returning to (B8], we have that
22(p+1)

E[(M;)*] < E[((M); + )]

b
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The monotone convergence theorem then proves that, after passing to the limit o — 0,

9 92(p+1) »
E[(M;)™] < E— [(M):],
which completes the leftmost inequality of (3.0) in the case p € (0,1) with

cp= p2*2(p+1)‘

It remains to prove the rightmost inequality of ([B.3]) in the case p € (0,1). Let a € (0,00). Since

we have that »
(M)F = ({00 (M + @20 ) (M + 0207,

it follows from Holder’s inequality with exponents 1/p and 1/1—p that

E[(M)?] < E [(M), (07 + 0 V] B [(MF +a)®]
Let (N®)sef0.00) e the process
Nf = /t(M: + )P~ dM;,
for which ’
(39) (8 = [0tz D a0, > (01 + ) 0

The integration-by-parts formula proves that, since as a nondecreasing process (Mt*)te[o,oo) is a
bounded process of bounded variation,

t t
M 4oyt = [z oy tant, A (O )
0 0

t
=N+ (p— 1)/ M (M + a)P~2d M.
0
We therefore conclude that, since p € (0,1),

t
INE| < |Mi (M7 + )P~ + (1 - p) / M| (M7 + a)P=2 dM;
0
t
(3.10) <M +ap (- p) [ OF7 +ap M,
0

<M + 0P 4 (5= 1) 0+ o
Since it follows from (B.9) and Holder’s inequality with exponents 1/p and 1/1—p that
E[(M)}] < E[(N)7 (M + )?P(177)]
< E[NWPE[(M; + )] 7P
= E[(N{)PPE[(M] + o))",
and since it follows from (B.I0) that

)2 *\2 * 2(p—1 1 ? * 2
B [(VF?) < B | (a7 PO + 0 4 (32 1) 0 4o

we have that
P

! E[(M; + o))",

2
E[{(M)!] < E [(M:F(M: L) (p - 1) (M7 + )
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By the monotone convergence theorem, after passing to the limit o — 0, we conclude that
E[(M){] < p™E [(M;)*] ,
which completes the proof of the rightmost inequality of (3.1 in the case p € (0,1) with
Cp = p 2.
This completes the proof. ]
In the following three corollaries, we will show that the Burkholder-Davis-Gundy inequality

applies equally to stopped continuous martingales, continuous local martingales, and to integrals
of bounded predictable processes.

Corollary 3.9. For every p € (0,00) there exist constants c,,C, € (0,00) such that, for every
continuous martingale (Mt)te[o,oo) vanishing at zero, for every almost surely finite stopping time T,

cpBI(M7)*] < E[(M)7] < CpE[(M7)™].

Proof. Let p € (0,00), let (M¢);e[0,00) be a continuous martingale vanishing at zero, and let 7" be an
almost surely finite stopping time. Then, since the stopped process (M, )te[0,00) 1 @ martingale, it
follows from Theorem that there exist universal constants c¢,, C), € (0,00) such that, for every
t €[0,00),

(M) < B4 < CGE[(Myr)™).
Since the stopping time is almost surely finite, the monotone convergence theorem proves that,
after passing to the limit ¢ — oo,

pB[(M7)*] < E[(M)]}] < CE[(M7)?),
which completes the proof. O
Corollary 3.10. For every p € (0,00) there exist constants c¢,, Cp, € (0,00) such that, for every

continuous local martingale (Mt)te[o,oo) vanishing at zero, for every almost surely finite stopping
time T,

cpE[(M7)*] < E[(M)}] < CoE[(M7)].

Proof. Let p € (0,00), let (M);c[0,00) be a continuous local martingale vanishing at zero, and let
T be an almost surely finite stopping time. Then there exist stopping times {7, }n— 0o such that
T, — 00 almost surely as n — oo, and such that

(Mgn)tE[O,oo) = (Mt/\fnl{q_n>0})te[07oo) is a martingale.

Therefore, by the previous Corollary, there exist universal constants c¢,, C), € (0,00) such that

CPE[(M:nAT)Zpl{mW}] < E[<M>Tn/\T1{Tn>O}] <C E[( Tn /\T) 1{m>0}]-

Since the stopping time is almost surely finite, the monotone convergence theorem proves that,
after passing to the limit n — oo,

pB[(M7)*] < E[M)}] < CpE[(M7)),
which completes the proof. ]

Corollary 3.11. For every p € (0,00) there exist constants c,, C, € (0,00) such that, for every
continuous local martingale (Mt)te[o,oo) vanishing at zero, for every bounded predictable process

(Ht)te[o o0)s Jor every almost surely finite stopping time T,
sup </ H,dM )
te[0,7]

(om ([ ma) ) ] <=| ([ mraon.)

< C,R

cplE
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Proof. The statement is an immediate consequence of the previous corollary, since the boundedness
of the process (Ht);c(o,00) guarantees that

t
</ H dMs> is a local martingale
0 t€[0,00)

with quadratic variation process

(< | d%»)temm) = ( / t H3d<M>S)te[o,oo) .
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3.5. The martingale representation theorem. Let (2, F,[P) be a probabilty space, and let
X:Q — R be a random variable. Then, it follows that for every random variable Y : 2 — R that
is measurable with respect to o(X), there exists a measurable function fy: R — R such that
(3.11) Y = fy(X).

This fact emphasizes the view that o(X) carries all of the information of X, in the sense that every
random variable measurable with respect to o(X) is actually a function of X.

The martingale representation theorem is the analogue of this fact for Brownian motion. Suppose
that (Bt);e[0,00) 18 @ standard Brownian motion on a probability space (2, F,P) with respect to a
filtration (F)sc(0,00)- We define the sigma algebra

Foo = USE[O,OO)]:&

which carries the information of the entire Brownian path. We therefore expect that every random
variable M € L?(Q, Foo,P), that is every L?-random variable that is measurable with respect to
Foo, is a “function of Brownian motion.” We will see that M = I(By) is a functional of the Brownian
paths, and that the functional is a stochastic integral. That is, for every M € L?(2, Fu,P) there
exists a unique process (Hy)sep,00) € L*(B) such that

(3.12) M =E[M] + /Oo M, dB,.

In particular, if we define the L2-bounded martingale (M;) te[0,00) DY

M, = E[M|F] = / M, dBs,

it follows that (M});c[o,00) is @ solution to the stochastic differential equation
th = Ht dBt in (0, OO),
My = E[M]

Much like the proof of ([BI1), the proof of ([B.I2) is done by proving the density of certain simple
functions, which in this case are provided by the stochastic exponential.

Remark 3.12. Some care if necessary when applying the above intuition. It is not true, in general,
that Brownian motion can be replaced by an arbitrary martingale (Xt)te[o,oo)- In particular, the
proof presented below uses the fact that Brownian motion has a deterministic quadratic variation
process (B); = t.

Define the set of simple functions
n—1
= {f:Z)\il(t“tHl]: MER and 0=ty <t; <... <tn<oo}.

i=0
Then, for every f € S,

) n—1
/ fsdBs=>"Xi(Bi,, — By,),
0 i=0

and the stochastic exponential (£(f)t):e[0,00) defined by

n—1 n—1
N ((tigr At) — (t AT
g(f)t = exp (Z )\Z Bt1+1At Bt /\t) ? (( +1 2) ( ))) )
=0 =0

solves

dg(f)t = g(f)t dBt in (0, OO)7
E(f)o=1.
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We will write £(f) = £(f)oo, and observe that this is to say

E(f)=1+ /0 T e(f)dB.

In order to prove [3.I2), it will therefore suffice to prove that the linear span of {£(f)}fes is dense
in L2(Q, F,P).
Proposition 3.13. The linear span of {E(f)so}fes is dense in L*(2, Feo, P).
Proof. Let Y € L%*(Q, Foo,P). It suffices to prove that if
E[YE(f)] =0 for every f €S if and only if Y =0.

It is clear that the expectation vanishes if Y = 0. To prove the converse, suppose that Y €
L?(9), Foo,P) satisfies that, for every f € S,

E[YE(f)] = 0.
This implies that for every A\g,..., A\p_1 € Rand 0=ty < t1 < ... <t, < o0,

n—1 n—1 A?(ti-l,-l . ti)
E |exp [ > Xi(Bi,, — Bt) —Zf Y

1=0 i=0

:()7

and therefore that

(3.13) E = 0.

n—1
exp (Z Ni(By,, — Bti)> Y

1=0

Fix a sequence 0 =ty < t] < ... < t, < 00. Since Y € L?(Q, F,P), it follows that the function

is holomorphic.

n—1
(3.14) (205--.,2p-1) € C" = E [exp (Z 2i(Bi ., — Bti)> Y
=0
Since the holomorphic function (8I4]) vanishes on the connected open set R" C C" by ([B.I3)), the
function (BI4)) is identically zero. In particular, for every Ag,..., Ap—1 € R,

(3.15) E [exp (inzl)\i(BtHl — Bn)) Y
Define the measure dQ =Y dP and deﬁ;eo the measurable map F': €2 — R" by
F(w) = (B, (w) — By (w), By, (w) — By, (W), ..., By, (w) — By, (w))
= (Bt1 (w), By, (w) — By, (w), ..., By, (w) — By, , (w)) .
Let F.Q be the pushforward measure on R" defined for every Borel measurable set A C R" by
(3.16) F.Q(A) =Q(F Y (A) =Q((By., By, — By, ..., B, — By, ,) € A).
It follows by definition and (315 that, for every A = (Ag, ..., A\n—1) € R,

n—1
E [exp <z Z Ni(By,,, — Bti)> Y
=0

We conclude that the Fourier transform of F,Q vanishes, and therefore that F,Q is the zero measure
on R™. Returning to (BI6l), it follows from the definition of Q that, for every set B € o(By,, By, —
Btl, N ,Bt — Btn71) = O’(Btl,Bt2, N ,Btn),

E[Y1p] = 0.

=0.

= /n exp(i(A, x))F,Q(dz) = 0.

n

Since the collection

{B€ Fx:Beco(B,By,,...,B,) forsome 0 =1ty <t; <...<t, <oo}
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is a m-system on which the measure dQ = Y dIP vanishes, and since
Fo=0{B € Fs: B€o(By,By,,...,By,) forsome 0 =1ty <t <...<t, <oo}),

we conclude that dQ = Y dP is the zero measure on F.. This implies that Y = 0, since Y is
Fso-measurable, which completes the proof. O

Theorem 3.14. Let M € L*(, Foo,P). Then there exists a unique process (Hs)seo,00) € L*(B)
such that

M =E[M)] +/ H,dB,.
0

Proof. We observe that if (H;)se(o,00) € L?(B) is a predictable process, and if X is the random
variable defined for some ¢ € R by

X=c + / Ht dBt,
0
then it follows that
c=E[X] since E {/ H; dBt] = 0.
0
We therefore consider the linear subspace

7= {X = E[X] +/ HydBy: (Hy)sefoo0) € L2(B)} C L3, Foo, P),
0

where the rightmost inclusion follows from the fact that (Hy)sejo,00) € L*(B) and from the definition
of Fs. The fact that 7 is a linear subspace follows from the linearity of the expectation, the linearity
of the stochastic integral, and the fact that L?(B) is a vector space.

We aim to prove that Z = L?(§), Fo,P). For this, it is sufficient to prove (i) that Z is closed
and (ii) that Z contains a dense subset. For (i), suppose that {X,,},ey is a Cauchy sequence in Z
corresponding to a sequence {(H')se[0,00) Jnen in L?(B). It follows from the Ito isometry, Young’s
inequality, and Holder’s inequality that, for every n,m € N,

o) o) 2
E[/ |H? — H™? ds]:E (/ (H;”—H;”)st>
0 0

<2 (B [|X — X | + [E[X,] - E[X,n]?)

<4E [|Xn - Xm|2] .

We therefore conclude that {(HZ")}se[0,00) is @ Cauchy sequence in L*(B).
It follows that there exists Xoo € L*(2, Foo, P) and (HS®),e(0,00) Such that, as n — oo,

S
X, = X4 strongly in L*(Q, Fuo, P),

such that, as n — oo,
E[X,] = E[X],

and such that, as n — oo,
o0 (o)
/ H'dB, — / HXdB; strongly in L*(Q, Fuoo, P),
0 0

where this final convergence is again a consequence of the It6 isometry. After passing to the limit
n — oo in the equation

oo
X, = E[X,] +/ H"dB,,
0
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it follows that -
Xoo = E[Xo] +/ HX®dB, in L*(Q, Foo,P).
0

Therefore, we have X, € Z and we conclude that 7 is closed.
To prove (ii), since for every f € S properties of the stochastic exponential prove that

en=1+ | ¥ e(f)edB, = EIE(H) + / T e(f).dB.,

we conclude that {£(f)}res € Z. Proposition then proves that Z contains a dense subset.
This completes the proof of (i), and therefore the proof that Z = L?(€), Foo,P). That is, for every
M € L*(, Fuo, P), there exists (Hy)sep,00) € L?(B) such that

M =E[M] + / H,dB,.
0

This completes the proof. (The proof of uniqueness will be added after the third problem session.)
O
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4. LocAL TIMES

In this section, we will develop the notion of the local time associated to a one-dimensional
semimartingale (X;)ic0,00). Roughly speaking, for a € R, the local time (L{);c[0,00) O sSometimes
written (L¢(X))ie[0,00) measures the time (X¢);c(0,00) SPends at the point a up to time ¢. However,
time in this case is measured with respect to the quadratic variation process ((X)i)ic[o,00)- AS
motivated by the Dambis-Dubins-Schwarz theorem, the quadratic variation process acts as an
internal clock for the semimartingale (X¢)e(0,00)-

Let A C R% The random time t4 the process (Xt)te[o,oo) spends occupying A up to time ¢ is
defined by the integral

th= /Ot 14(X,) d(X)s.

In particular, tg = (X); is simply the total time elapsed as measured by the quadratic variation,
since the process resides always in the whole space R. However, we expect that this occupation
time can be similarly expressed in terms of local times. That is,

ta = / L{ da,
A

or, more generally, for any nonnegative Borel measurable function ®: R — R,

/OtCD(XS)d(X>s :/ch(a)Lgda.

This is the occupation formula, which we prove below. The construction of the local time will rely
on properties of convex functions, and an important extension of Ité’s formula from C?-functions
to functions that can be written as the differenceof two convex functions.

4.1. Convex functions. In this section, we will prove that a convex function f: R — R is always
twice-differnetiable, at least in a distributional sense.

Definition 4.1. A function f: R — R is convex if, for every a,b € R and every X € [0, 1],
fa+ (1 =X)b) < Af(a) + (1= A)f(b).

We observe that the following proposition implies, in particular, that finite convex functions are
always locally bounded and continuous.

Proposition 4.2. Let f: R — R be convex. Then the left derivative f' : R — R defined by

h—0 h
Similarly, the right derivative f (x): R — R defined by
[+ h) - f(x)
/ _
Furthermore, for all ¢ € C°(R),

[ 1@d@ e == [ 1 @oa)ar == [ fi@ole) de

Proof. We will prove the statement for the left derivative, since the case of the right derivative is
virtually identical. Let hy < hs € (0,00). Then, by convexity,

flo—hy) < Z;f(x Cho) 4 <1 - Z;) (@),

exists and is nondecreasing and left continuous.

exists and is nondecreasing and right continuous.
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Hence, after reordering this inequality,

flx) = flx—ha) _ fz) = flz— )

<

ha ha ’
which implies that, as h — 0T,
— —h
@) £($ ) is nondecreasing.

Furthermore, for every h € (0, 00), it follows by convexity that

h
f@) £ o= )+ S+ )
Hence, after reordering this inequality,
JRLZTEZR) < fa 1) - f),

which implies that

— —h
{f(a:) f@ ) } is bounded from above.
h he(0,00)
We therefore conclude that, as an increasing sequence that is bounded from above,

F @) — tim L@@ =R

h—0 h

exists.

A repetition of the above arguments prove that, for every x <y € R and h € (0, |z — y|),
flx) = fle—h) _ fly—h) - f(z) _ fly) = fly—h)
h - y—x—h h ’

which proves after passing to the limit A — 0 that f’ (z) < f@)—f(@)/y—= < f’ (y). This completes
the proof that f” is nondecreasing. Finally, since the sequence is decreasing in both h, h' € (0, 00),

ﬂw—m—f@—h—ﬁv

lim (f' (z —h)) = lim (lim

h—0 h—0 \ h/—0 h'
_ _ _ _ !
T ST AC Al Ol (il el
W —0 \ h—0 h'
_ _ /
o f@) = fa—H)
h'—0 h

which completes the proof of left continuity.
Finally, suppose that ¢ € C2°(R). Then, since f and f’ are locally bounded, the dominated
convergence theorem and a change of variables prove that

/f <m—hm/f ( x+m ¢(de
(e ()
- /R 1 (2)¢(x) da

which completes the proof. O
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In the final proposition of this section, we prove that the second derivative of a convex function
exists in a distributional sense. Precisely, the second derivative is the Riemann-Stietjes measure
associated to f/. We emphasize that the choice to work with the left derivative as opposed to the
right derivative is not essential, but it is necessary to choose one or the other.

Proposition 4.3. Let f: R — R be a convex function. Let py denote the nonnegative Riemann-
Stieljes measure associated to the nondecreasing left derivative f' defined for every a < b € R

by

] = 710~ (o) = £:0) = (Jim £ (a4 1))
Then, for all ¢ € C°(R),

[r@¢ @ e =~ [ @@ do= [ ¢"@pus(an).

R R R
Proof. The first equality was proven above. It remains only to prove that

- [ F@d@dr= [ ¢ usdn)
R R

which, owing to the fact that ¢ € C2°(R), is the integration-by-parts formula for Riemann-Stieltjes
integrals. O
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4.2. The Meyer-Tanaka formula. We will now define the local time of a continuous semimartin-
gale (Xt)te[[),oo)v which will lead to an important generalization of It6’s formula. In particular, the
next proposition proves that a convex function of a semimartingale is again a semimartingale, much
like It&’s formula proved that a C?-function of a semimartingale is again a semimartingale.

Proposition 4.4. Let (Xt)te[o,oo) be a continuous semimartingale, and let f: R — R be convex.

Then, there exists a nondecreasing process (A{)te[o,oo) such that

F(X0) = f(Xo) + /0 f1(X0)dX, + Af.

Proof. By localization using stopping times, we can assume without loss of generality that (X; =
My + At)iejo,0), for a local martingale (M;);c(0,00) and a process of bounded variation (At)ie(0,00)s
is bounded in the sense that there exists N € N such that, almost surely,

t
sup <|Xt|+/ |dAt|+<M>t> < N.
) 0

te[0,00

Let p € C2°(R) be a smooth function supported on the set (—oo0,0] C R. For every ¢ € (0, 1] define
pf: R — R by

€ _ —1 f
Py =" ().
For every ¢ € (0,1] define f¢: R — R to be the convolution

fo@) = (f xp7) () = /Rf(y)ff(y —z)dy = /Rf(y +2)p"(y) dy.

Since the convexity of f implies that f is locally bounded and continuous, the functions {f<}.c(o 1
are smooth. Therefore, It6’s formula proves that, for every ¢ € [0, 00),

PO = 0+ [ G ax+ 5 [0 ) A,

For the left derivative f’ of f and for the Riemann-Stieljes measure 11y of f’, we have that

() () = /R 7 (@ + )6 () d,
and
(f9)"(x) = /Rpf(y—SC)uf(dw)-

In particular, we observe that the convolution preserves the convexity in the sense that the noneg-
ativity of the measure py implies that, for every x € R,

(Y@ = [ o= ohusda) 2 0
and therefore that the process (A{ 6)756[0700) defined by

< 1t
Al = 2/ (f9)"(Xs)d(X)s is nondecreasing.
0
Since f is continuous and hence uniformly continuous on compact sets, it follows using properties
of the convolution that

nm( sup |f€<w>—f<w>|> —o.

e=0 \ {z|<N}
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Similarly, the triangle inequality, the It0 isometry prove, the construction of the convolution kernel,
the left continuity of f’, the local boundedness of f’, the dominated convergence theorem, and
Doob’s inequality prove that, for every t € [0, 00),

1

lim | E [sup ( /D S(fﬁ)’(XT)—f’_(XAdXT)T

e=0 s€(0,t]

=

1
2

= lim | 4E Uot((fs)'(?ilz)—f’(Xs))2 d<X>s:| +E

e—0

t 2
. 2
([ e - rop?iaa)
After passing to a subsequence {ex }ren, we conclude almost surely that, for every ¢ € [0, 00),

lim sup ( > =0.
k—o0 te[0,00)

Since by definition, for every k € N,
t
A = 700 - £ ) = [ (P (X X
0

=0.

e, [ 7

we conclude that, as a limit of nondecreasing processes the process (A{ )te[0,00) defined by

Af = lim Af exists almost surely,
k—o0

and almost surely satisfies, for every ¢ € [0, c0),

X0 = 100+ [ 700X, + 4]
which completes the proof. O

Roughly speaking, for a € R we expect the local time (L?)te[o,oo) of a continuous semimartingale

(Xt)tefo,00) to be defined by
¢
L = [ 80X, - a)d(x)..
0

where Jp denotes the Dirac distribution at zero. Since for a convex f the process (A{ )te(0,0)
constructed above is in spirit given by
1 ! 1
= = X
5/ 1

we expect that the local time will be defined by the process (A{)te[o,oo) for f(xz) = |x — al, since in
this case

Jl(x) = 1psay — Lip<ay and f(z) = do(z — a) as distributions.

This is the content of the next proposition. We write sgn for the left continuous version of the sign
function

sgn(7) = 1zs0p — Liz<oy-

Again, this choice is made because we work with the left derivative as opposed to the right derivative.
The following is the Tanaka formula.
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Proposition 4.5. Let (Xt).c(0,00) be a continuous semimartingale. For every a € R there exists an
increasing process (L{)ic(0,00) called the local time of (Xi)ie(o,00) in @ such that, for everyt € [0, 00),

t
1
(¥i= @) = (X =)+ [ Lpcom Xt 5L
t 1
(Xt —a)- = (Xo—a)- +/ 1{Xs§a} dXs + §L?7
0

t
| Xt —a] = |Xo—al +/ sgn(Xs —a)dXs + Lf.
0

Proof. By convexity of the functions f(z)+ = (x —a)y+ and f(x)_ = (z —a)_, there exist increasing
processes (Azr)te[o,oo) and (A; )ye[0,00) Such that

t
(Xt — a)+ = (X() - CL)+ +/ 1{X5>a} dXs + A?_,
0
t
(Xt — a)_ = (Xo - CL)_ +/ 1{X5§a} dXs + At_
0
Subtracting these equalities proves that

t
Xt=Xo+/ AX, + (Af — A7),
0

and therefore by continuity that, almost surely,
Al = A for every t € [0,00).

We therefore define (L{);c[0,00) = (24 )te[0,00); and conclude by subtracting the previous equalities
that

t
| X —a] = |Xo — ql +/ sgn(Xs)dXs + LY,
0
which completes the proof. (|

Proposition 4.6. Let (Xi);c(o,00) be a continuous semimartingale and let (L{)qer teo,00) denote
the local times of (Xt)ic[o,00)- There exists a B(R x [0,00)) @ F-measurable process

(a.t,w) = L(a, t,w)
such that, for every a € R, the processes (t,w) — L(a,t,w) and (t,w) — L¥(w) are indistinguishable.

Proof. The proof is an immediate consequence of Fubini’s theorem for stochsatic integrals. The
proof will be added after the fourth problem session. O

Remark 4.7. Given a continuous semimartingale (X;)ic[0,o0) We by indistinguishability we can
and will henceforth assume without loss of generality that the process (a,t,w) — L (w) is B(R x
[0,00)) ® F-measurable.

Again, the intuition is that (L{)c[0,0c) measures the time (X;);c0,0) spends at a. The fol-
lowing proposition proves that the random Riemann-Stieltjes measure associated to (L?)te[o,oo) is
supported on the random set {X; = a}. However, it is clear that, in general, the support of the
measure will be smaller than the set {X; = a}. This can be seen, for instance, by considering the
constant process X; = 0. In this case, for a = 0, we have that {X; = 0} = [0,00). But, the local
time LY = 0 vanishes identically as well, due to the fact “no time elapses” because the quadratic
variation (X); = 0 vanishes identically.

Proposition 4.8. Let (Xi)e(o,00) be a continuous local martingale, let a € R, and let (L§)e[0,00)
be the local time of (Xt)ie(0,00) i a. Then the random Riemann-Stieltjes measure dL§ on [0, 00) is
almost surely supported on the random set {X; = a}.
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Proof. The proof is based on the equality (X; —a)? = | Xy — a|-|X; — a|. On the lefthand side, Itd’s
formula proves that

2 t
(Xt —a)? = (Xo—a)? + 2/0 (X —a)dX, + /0 d(X)s

t
= (Xo—a)?+ 2/ (Xs —a)?dX, + (X))
0
On the righthand side, the integration-by-parts formula and Tanaka’s formula prove that

(X, —a)? = (Xo—a)?+ 2/ X, — a| d (X — a]) + (| X — al),
0

t t t
:(Xo—a)2-|-2/ sgn(Xs —a) | Xs —al dXs—i—/ | Xs —al dLZ-i—/ d(X)s
0 0 0

t t
:(Xo—a)2+2/(Xs—a)dX5+/ |Xs —a| AL + (X)y.
0 0

Therefore, we conclude almost surely that, for every ¢ € [0, 00),

¢
/ | Xs —a| dLE =0,
0
which completes the proof. O

We are now prepared to present the Meyer-Tanaka formula, which generalizes It6’s formula to
functions f that are the difference of two convex functions. We emphasize that the above reasoning
can equally be applied to a concave function, which is nothing more than the negative of a convex
function.

Theorem 4.9. Let (Xt)ico,00) be a continuous semimartingale, let (L{)qer tefo,00) be the local
times of (Xt)te[[) o)s let [ R — R be the difference of two convex functions, and let jiy denote the
Riemann-Stieljes mtegml of f'.. Then, for everyt € [0, 00),

f(X¢) = f(Xo) /f ) dXs + o /tL?uf(da).

Proof. By linearity, it suffices to prove the theorem in the case that f is convex. By a stopping
time argument, we can assume without loss of generality that, almost surely, for some N € N,

sup (Xl + (X)) < N
t€[0,00)

Define the convex function fV: R — R by
f(N)+ f.(=N)(xz + N) if z € (—o0,—N],
f(x) if x € [-N,N],
f(N)+ f.(N)(x—N) if 2 €[N,00).

()=

The convexity of f proves that fV is convex, and by definition pgn has compact support and
satisfies

fN =f, (fN)/— = f]/v, and HyN = [t on [—N,N].
Since p g~ as compact support, define the function

0)= [ o= alupn (da),
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and observe by a direct computation using the compact support of p ¢~ that
0@ = [ (o) = Vo) () = [ sen(e = alppa (da).
Then, by Fubini’s theorem, for every ¢ € C2°(R),

/ dx—//sgnx—a ),qu(da)d:U:/R/ngn(:c—a)qﬁ'(w)dm,ufzv(da).

Since as distributions sgn’(z) = 2¢ (), it follows that

[ d- @@ e =2 [ @ (da) = =2 | ¢"(@hpx (da)

That is, as a distribution,
(fN — ;g>” =0 on R.
This implies that there exists a,b € R such that
fN(z)=a+bx + %g(x) =a+br+ ;/R|SU —al pyn(da).
Therefore, by Tanaka’s formula,

£Y0) = a0+ 5 [ 13— al gy (da)

1 t
=a+bX; + 2/ <|X0 —al —1—/ sgn(Xs —a)dXs + Lg) pyn (da).
R 0
Since .
(P (@) =b+ /() = b+ 5 [ sente— agy (da),
R
and since .
N(0) = a4+ bXo + 2/ | Xo — a| pyn(da),
R

it follows by Fubini’s theorem that
V(X)) = f(Xo) +b(X; — // sgn(Xs —a) dXsppn(da) + /Ltufzv(da)
= N (Xo) + b(X; — Xo) / /sgn a)ppn (da) dX —l—;/L?,qu(da)
1 1
= V(Xo) + /0 <b+2/ngn(Xs—a),qu(da)> dXS+2/RLt“,qu(da)
_ ¢N ! N/ 1 a
= )+ [ (Y KXe+ g [ Ly (da)

Therefore, since almost surely we have

sup (|X;] + (X)) <N,
t€[0,00)

and since the fact that the support of dL{ is almost surely contained in the set {X; = a} implies
that L¢ = 0 for every |a| > N, it follows by the construction of f*V that

f(Xy) = f(Xo) /f s)dXs+ = /Lguf(da),

which completes the proof. O
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The equivalence of It6’s formula and the Meyer-Tanaka formula for twice differentiable convex
functions now yields the occupation formula that motivated our study of local times.

Proposition 4.10. Let (X;)ic[o,c) be a continuous semimartingale and let (L§)acr tefo,00) e the
local times of (Xt)te[o,oo)' Then, for every nonnegative Borel measurable function ®: R — R,

/R B(X,)d(X), = / O(a)L? da.

R

Proof. Let f: R — R be a twice continuously differentiable convex function. Then, it follows from
1t6’s formula and the Tanaka-Meyer formula that, on the one hand,

! ! 1 i 1
£ = 150+ [ ren)ax+ g [ ey a.,
and on the other hand that
t 1 t
£000) = 1) + [ P ax+ 5 [ f@ida

where we have used the fact that f being twice continuously differentiable implies that f' = f"
and that p¢(da) = f”(a)da. This implies that

/ X A(X), = / ' F(a) ¢ da.

The proof now follows by smooth approximation. ]
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4.3. Regularity of local times. In this section, we will prove that the local times (L{),cr,te0,00)
admit a modification that is continuous in time and Cadlag in a. A process defined on R is called
Cadlag if it is right continuous with left limits.

Definition 4.11. Let (X,)q.cr be a stochastic process. We say that (X, ).cr is Cadlag if almost
surely the map a — X, is right continuous and satisfies

X,- = lim X, ; exists.
h—07+

That is, the left limit of (X,)qer exists for every a € R.

Proposition 4.12. Let (Xi)ier be a continuous semimartingale. Let (L{),cr tefo,00) be the local

times of (Xt)ic[o,00) Then, the local times (L{),er tef0,00) admit a modification (L{)qer tejo,00) that
is continuous in time and Cadlag in a. Furthermore,

t t

Proof. Let T' € (0,00). By construction, for every a € R the local time (L{);c[0,) is @ continuous
function of time. We will therefore apply the Kolmogorov continuity criterion to the map
a € R (L{)tep,r € C([0,T;R),

where C([0, T]; R) is the Banach space of continuous functions from [0, 7] to R equipped with the
norm

1f = glleqo.rymy = sup [£(s) —g(s)].

s€[0,T]
Let (X¢ = M;+ At)efo,0) be the semimartingale decomposition of (X¢).e[0,00) for a local martingale
(Mi)iep0,00) and a process of bounded variation (A¢).e(o,00)- By definition, for every a € R,

t t
L =2 ((Xt —a)y — (Xo—a)y — /O Lix,>ay dMs — /0 Lix,>a} dAs> :

We first observe that
(X, — @)y — (Xo— a)s,

is a continuous function of ¢t € [0,00) and a € R. For every a € R, let (Mf)te[o,oo) denote the
continuous local martingale

t
Mg:/o 1(x,5a) dM,.

The Burkholder-Davis-Gundy inequality and the occupation formula prove that, for every k €

(0,00), for every a < b € R,
S L
< GiE (/ Lia<x.<b} d<M>t> ]
0

. .
= CyE (/ 1{a<Xs<b}d<X>t>]
0

o :( [ dx)’“] |
(bia/abLﬁodx> ] |

E [ sup \Mg_Mf
]

‘Qk
telo, T

= Cr(b—a)'E
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Jensen’s inequality and Fubini’s theorem then prove that

E

2k
) < Cy(b—a)'E

(bia/abLﬁodx>k]

- ~ |2k
<E| sup ‘Mta*Mt‘
te[0,T)

sup (Mg )
t€[0,T]

(4.1)

1 b
< Cx(b—a)*E [ / (LE)F dm}
b—a /,
< Cilb - a) supE [(L)*].
zeR
If for some k € (1,00) we have that
supE [(Lgo)k} < 00,
T€R

it then follows from ({I]) and the Kolmogorov continuity criterion that the map

a € R = (M{)icpo,r) € C([0, T R),

admits a continuous modification. We will now show that we can always reduce to this case using
a stopping time argument. Precisely, since for every € R and ¢ € [0, 00),

t
=2 ((Xt — @)= (Ko=)~ [ 1 dXs) ,
0
and since
(Xt —2)4+ — (Xo — ) 4] < |X — Xol,

we have for every k € (1,00) using the Burkholder-Davis-Gundy inequality that there exists con-
stants ¢y x, ca2 € (0,00) such that

E(Lgo)k < chE ! sup ’Xt — X0|k + sup (/ 1{Xs>m} dMS) + (/ ‘dA5|>
0 0

te[0,00) te[0,7)

(4.2)

k 00 k
< coiE ! sup | Xy — Xo|* 4+ (M) + (/ ‘dAs|)
te[0,00) 0

We observe in particular that the righthand side of (2] is independent of 2 € R. Therefore, if we
introduce the stopping times (7},)nen defined by

t
T, = inf{t € [0,00): sup | X5 — Xo| +/ |dAg| + (M) > n},
s€[0,¢] 0
it follows from (@Il and ([42) that the stopped process (M,:T")te[o,oo) admits a continuous modifi-
cation for every n € N. Since T,, — 0o as n — oo we conclude that (Mt)te[o,oo) admits a continuous

modification.

Let (Mf)aeR’tE[o’oo) denote the continuous modification of (Mf)aeR,te[o,m)- Let (ﬁg)aeR,te[O,oo)
be defined by

t
L =2 <(Xt —a)y — (Xo—a)y — M} —/ Lix,>a} dAs) :
0

We observe that (I:?)aGRJE[O,oo) is a modification of (L{),er te[0,00)- It Temains to prove that the
integral defined by the process of bounded variation is a Cadlag process. For every a € R and
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t € [0,00), the dominated convergence theorem proves that
t

t
lim 1{Xs>b} dAS == / l{sta} dAS
0 0

b—a—

Similarly, the dominated convergence proves that, for every a € R and ¢ € [0, c0),
t

t
lim 1{X3>b} dAs = / 1{Xs>a} dAS
0 0

b—at

It then follows from the continuity of (M{"),crte[0,00) and the continuity of (X; —a) that

t
(43) Lg7 = bhm Lg =2 ((Xt — (1)+ — (XO — (Z)+ — Mta — / 1{X3>a} dAS> exists.
—a~ 0 -

Similarly, we have that

t
(@4 L= lm Eh=o ((Xt — ) (o) = 38— [ L dAs) 1
a 0

~

Equations (43) and (A4 prove that (L{).er tc(o,00) I8 @ Cadlag process. Furthermore, we have

that " t
Ly =L = 2/ Lix,=a) Vs = 2/ 1ix,=a} AXs,
0 0

where the final inequality follows from the fact that the occupation times formula proves that

Q/Ot Lix,=ay d(M)s =0,
and therefore that .
2/ 1(x,—qy dM, = 0.
This completes the proof. ’ (]
The following corollary is an immediate consequence of Proposition 77.

Corollary 4.13. Let (Xy)er be a continuous local martingale. Let (L{)qer tc(o,00) be the local times
of (Xt)ic(0,00) Then, the local times (L} )qer tefo,00) admit a continuous modification (ﬁ?)aeR,te[O,oo)'
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5. THE GIRSANOV THOEREM

We have seen in the previous sections that the class of semimartingales is stable with respect to
addition, multiplication, and composition with twice-differentiable and convex functions. In this
section, given a local martingale (Mt)te[o,oo) defined on a probability space (2, F,P) with respect
to a filtration (F¢);e(0,00(; We Will analyze the effect of making an absolutely continuous change of
measure.

Suppose that Q is a mutually absolutely continuous measure with respect to PP. Then, for
each t € [0,00), the restriction Q|z, is mutually absolutely continuous with P|z,. We will write
(Dt)tefo,00) for the corresponding Radon-Nikodym derivatives. That is, for every ¢ € [0,00) and
A e F,

Q(A) = /A D, dP.

In general, if (M});c(o,00) is a local Fi-martingale with respect to P then there is no reason to ex-
pect that (Mt)te[o,oo) will be a local Fi-martingale with respect to Q. However, we will see that
(Mi)ief0,50) 1s a semimartingale with respect to Q, and its corresponding semimartingale decompo-
sition is described by the Girsanov theorem to follow.

Definition 5.1. Let (€2, F,P) be a probability space and let (F;);e[0,00) be a filtration on (£, F).
A pair of probability measures (Q,P) on F is called a Girsanov pair if Q and P are mutually ab-
solutely continuous and if the Radon-Nikodym derivative (D;)c[o,00) i @ continuous P-martingale.

Remark 5.2. Observe that the Radon-Nikodym derivative (Dy);c[0,00) 18 @ P-martingale by defini-
tion. However, the martingale (Dy)c[,) is D0t in general continuous. Therefore, in Definition B.1]
the essential assumption is that the process (Dy);c(o,o0) I8 continuous. This assumption is not es-
sential for the results to follow, although it is for us because we have thus far focused entirely on
continuous martingales.

The following theorem is the Girsanov theorem, which describes the effect of making an absolutely
continuous change of measure on pathspace. In particular, it describes how local P-martingales are
transformed into local Q-martingales.

Theorem 5.3. Let (2, F,P) be a probability space, let (Fi)ic(0,00) be a filtration on (2, F), and let
(P,Q) be a Girsanov pair. Then, every continuous P-semimartingale is a continuous Q-semimartingale.
Precisely, if (My)ic[o,00) 95 a continuous P-semimartingale then (M )icjo,0c) defined by

t
M, = M, —/ D;Yd(M, D)y,
0

s a continuous Q-semimartingale.

Proof. We will first prove that the P-martingale (D¢);c(0,o0) i strictly positive Q-almost surely. For
each n € N define the stopping time

n

1
Tn:inf{te [0,00):DtS},

and let T" be the stopping time
T =inf {t € [0,00): Dy = 0}.

Since T' < T, for every n € N, the optional stopping theorem proves that, for every ¢ € Q N[0, c0),
since (Dt)te[o,oo) is a supermartingale as a nonnegative local martingale,

1

E[Dryq] < E[D1, 44 <E[Dr,] < -
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Passing to the limit n — oo proves that, for every ¢ € Q N [0, 00),
E[Drq] = 0.

By continuity, we have that (D74):c(0,00) Vanishes identically, and therefore since dQ = Dy dP on
Fi we must have that Q({T" < t}) = 0 for every ¢ € [0,00) and therefore that Q({T" < oo}) = 0.
This proves that (M;).c(0,00) is Q-almost surely a well-defined.

We first observe that (Mt)te[o,oo) is a Q-local martingale if and only if (MtDt>tE[0,oo) is a P-local
martingale. We will therefore prove that (MtDt)tE[O,oo) is a P-local martingale. For the stopping
times {7}, }nen defined above, we observe that ((Dt_1<M, D>t)Tn)t€[0 00)

produce of semimartingales. The integration-by-parts formula then proves that
Tyt

ToAt B
(M D) = MyDy + M,dD, + / DydM + (D, M),
0 0

is a semimartingale as the

Tant TnAt
= MoDgy + MydDg + / Dy dMs.
0 0

This completes the proof that (M D)tT")te[O,oo) is a P-martingale, and therefore the proof that

(MtDt)tE[O,oo) is a P-local martingale. Hence, by the above, (Mt)te[(],oo) is a Q-local martingale.
Since process of bounded variation remain processes of bounded variation with respect to an abso-
lutely continuous chang eof measure, this completes the proof. ]

In the following proposition we characterize the Girsanov theorem in terms of the stochastic
exponential. Precisely, we will show that the Radon-Nikodym process can be uniquely expressed as
the stochastic exponential of a continuous local martingale (Lt)te[O,oo)7 and we then use the process
(Lt)te[o,oo) to simplify the correction appearing due to the change of measure.

Proposition 5.4. Let (Q,F,P) be a probability space, let (Fi)ie(o,00) be a filtration on (2, F), and
let (Dt)te[o,oo) be a strictly positive Fy-martingale. Then, there exists a unique continuous local
martingale (Ly)ie[o,00) Such that

Dy =E&(L)y.

Proof. Since the martingale (Dy);c(0,o0) 18 strictly positive, It6’s formula proves that

log(D;) = log(Do) +/Ot DldD, - ;/Ot D-2d(D)..
Let (Lt)sec(0,00) be defined by
Ly = log(Do) + / t Dyt dD;,
for which it follows that . ’
Ly = [ D).
We therefore conclude that, after exponentiatiflg the first equation,
Dy = E(L)y,
which completes the proof. (|

Proposition 5.5. Let (2, F,P) be a probability space, let (Ft)icj0,00) be a filtration on (2, F), and
let (Lt)iejo,00) be a continuous local P-martingale. If for every t € [0,00) we have dQ = £(L), dP
on Fy, then for every continuous P-martingale (My)eo,00) the process (Mt)te[o,oo) defined by

Mt = Mt - <M7 L>t7

18 a continuous local Q-martingale. Furthermore, dP = 5(—[:)15 dQ on F;.
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Proof. Let (Dy)ic[o,00) be defined by Dy = E(L);. In view of the Girsanov theorem, for the first
statement it remains only to prove that

t
/ D' d(M,D); = (M, L).
0
Since by definition, for every ¢ € [0, c0),

t
Li=log(Du) + | D;'aD.,
0
we have
t
(M,L); = / D1 d(M, D)s.
0
For the second statement, since by definition and the first statement

L=1L- <E7L>t7

is a Q-local martingale with (L); = (L);, we have that

£(~E) = exp(~L — 5 (L)) = (D)

Therefore, dP = £(—L) dQ on F; for every t € [0, 00). This completes the proof. O
The transformation from P-local martingales from Q-local martingales will play an important
role in our construction of weak solutions to stochastic differential equations. It is particularly

important that for a Girsanov pair (P, Q) the Girsanov transformation maps the continuous local
P-martingales bijectively onto the continuous local Q-martingales.

Definition 5.6. Let (£, F,P) be a probability space, let (F)ic[o,0c) be a filtration on (€2, F), and
let (P,Q) be a Girsanov pair. The map from continuous P-local martingales to continuous Q-local
martingales defined by

(Mp)se(0,00) = (M) 1e[0,00);
is called the Girsanov transformation from P to Q.

Proposition 5.7. Let (Q2, F,P) be a probability space, let (Fi)ejo,00) e a filtration on (2, F), and
let (P,Q) be a Girsanov pair. Then, the Girsanov transformation maps the space of continuous
local P-martingales bijectively onto the space of continuous local Q-martingales.

Proof. Let (Lt)e[o,00) be the unique continuous local P-martingale satisfying dQ = &(L); dP on F;
for every t € [0,00). Then, the Girsanov transformation from P to Q is defined by

M; = My — (M, L);.
However, since dP = £(—L); dQ on F; for every t € [0,00) the inverse transformation is defined by
M| = My + (M, L)y = My + (M, L);.
It is then clear that every continuous local P-martingale satisfies
(M) = M.
This completes the proof. O

In the next proposition, we prove that the Girsanov transformation commutes with stochastic
integration. That is, the Girsanov transform of the stochastic integral is the same as the stochastic
integral with respect to the Girsanov transform.
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Proposition 5.8. Let (0, F,P) be a probability space, let (Fi)icjo,00) be a filtration on (2, F),
and let (P,Q) be a Girsanov pair. Let (Mt)te[o,oo) be a continuous local P-martingale and let

H e L2 (M). Then,
t t
(/ HSdMS) = </ HdeS> .
0 te[0,00) 0 t€[0,00)

loc
Proof. By density and stopping, it suffices to prove the statement for a bounded (Ht)te[(),oo) and for
an L>-bounded (My)ie[o ). In this case, if dQ = E(L);dP on F; for a continuous local martingale
(Lt)te[0,00); for each t € [0, 00),

t t t t ~
/ HgdM; :/ HgdM; —/ Hyd(M, L) :/ HgdM;.
0 0 0 0

This completes the proof. O

The following theorem describes how Brownian motion is transformed by an absolutely contin-
uous change of measure.

Theorem 5.9. Let (Q,F,P) be a probability space, let (Fi)ieo,00) be a filtration on (2, F), and
let (P, Q) be a Girsanov pair. Let (Bt)icjo,) be a standard P-Brownian motion. Then the process
(Bt)tE[O,oo) defined by B

Bt — Bt - <LaB>ta
18 a standard Q-Brownian motion.
Proof. By the Girsanov theorem (Bt)tE[O,oo) is a continuous Q-local martingale. The statement is

now an immediate consequence of Levy’s characterization of Brownian motion, using the fact that
an absolutely continuous change of measure does not change the quadratic variation. O

Finally, in order to construct weak solutions to stochastic differential equations, we will oftentimes
seek to change the measure ourselves. For this, it is useful to have a criterion that guarantees the
stochastic exponential of a continuous local martingale is again a continuous local martingale. In
general, the stochastic exponential is only a supermartingale. The following two conditions are
known as Kazamaki’s criterion and Novikov’s criterion respectively.

Proposition 5.10. Let (Lt)ejoo0) be a continuous local martingale. If (eXP(%Lt))te[o,oo) is a
uniformly integrable submartingale then the stochastic erponential (E(L)t)iejo,00) 8 @ uniformly
integrable martingale.

Proof. The proof will be added after the fourth problem session. O

Proposition 5.11. If (Lt).c(0,00) %5 @ continuous local martingale which satisfies

1
E [exp <2<L>Oo>} < 00,
then (E(L))ie(o,00) 18 a uniformly integrable martingale.

Proof. The proof will be added after the fourth problem session. O

Corollary 5.12. If (Lt)e[0,00) 5 a continuous local martingale which satisfies, for everyt € [0, 00),

E [exp (;<L>t>] < 00,

then (E(L))ie(0,00) 18 a uniformly integrable martingale.

Proof. We apply Novikov’s criterion applied to the stopped local martingale (Lgn¢) se[0,00) fOT every
t € [0,00). This completes the proof. O
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6. STOCHASTIC DIFFERENTIAL EQUATIONS

Stochastic differential equations model quantities subject to random noise. The noise can come
from collisions on the microscopic level, such as those experienced by a particle suspended in fluid,
the molecules of a perfume being diffused by air particles, or the value of a portfolio subject to
fluctuations in the stock market. These fluctuations are modeled, for instance, by a d-dimensional
Brownian motion (Bj);c[0,00) and a diffusion coefficient o taking values in the space of (d x d)-
matrices. You can think of the coefficient o as shaping then noise, by increasing or decreasing
its variance in certain directions. The situation just described leads to a stochastic differential
equation of the type

dXt = O'(Xt) dBt,
where in general the noise (Bi);e[o,00) and the solution (X¢);e[o,o0) can have different dimensions.
In this case, o will not be a square matrix.

However, such quantities are also subject to deterministic effects, which describe the local mean
motion. That is, on average, particles suspended in a fluid move in the direction of the current. On
average, the perfume will move in the direction of the wind. And, perhaps, the average appreciation
of a stock will be governed by a deterministic interest rate. For a d-dimensional process, such motion
is described by a drift b taking values in R, which leads to the more general equation

(6.1) dX; = b(X,) dt + o(X;) dB;.

This is the prototypical model of the kind of stochastic differential equations that we will study
in this course. Most generally, we will study equations of the type, for a d-dimensional process
(Xt)te[0,00), @ m-dimensional semimartingale (Z;)ic[0,o0), and for f taking values in the space of
(d x m)-matrices,

(6.2) dX, = f(Xy)dZ;.
By choosing
t
Zt = <Bt) )

f(x) = (b(x), 0(x)),
it follows that (6.1) can be written in the form (G.2).
Let (Bt)ic[o,00) be a standard d-dimensional Brownian motion with respect to the filtration

(‘FtB>t€[0,oo) defined by

and by choosing

FP =0(B,: s €0,T)).
That is, the filtration (F )tel0,00) 18 the filtration generated by the Brownian motion, and carries
no additional information. We will first define in which senses we judge processes (X);c[0,00) and
(Y2)ie[0,00) to be the same. Immediately following, we define in which senses a process (Xt);c(0,00)
can be a solution of ([G.1]).
Definition 6.1. Let (X¢).c(0,00) and (Y%):e(0,00) be d-dimensional continuous stochastic processes.
(1) We say that (Xi)icp,00) and (Yi)iep,00) are indistinguishable if
P(X; =Y; for every t € [0,00)) = 1.
(ii) We say that (Xi)iecp0,00) I8 @ modification of (Y1);c(0,00) if
P(X;=Y:) =1 for every t € [0,00)
(iii) We say that (X¢)ejo,00) and (¥3)ie[0,00) have the same finite-dimensional distributions if, for
every 0 <ty <t; <...<t, < oco) and for every measurable A C (R%)",
P(Xt,,..., X)) € A) =P((Yy,,...,Y,) € A).
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Definition 6.2. Let d,m € N, let C([0,00); R%) denote the space of continuous functions from
[0,00) to RY, and let
b: ([o, 00) X C([O,oo),Rd)) S R? and o ([0,00) x ([0, oo);Rd)) — R™,

be measurable functions. A solution to the stochastic differential equation, for a probability measure
pon RY,
{dXt =b(t,X.)dt +o(t,X.)dB; in (0,00),

Xo = p,
is a m-dimensional Brownian motion (Bt)te[o,oo) and a d-dimensional continuous semimartingale
(Xt)tefo,00) Which satisfy that, for every measurable A C R,

P(Xo € A) = u(A),

and that, almost surely,
t t
X = Xo +/ b(s,X.)ds +/ o(s, X.)dBs.
0 0

We say that the solutions (X, Bt)icjo,00) 18 @ strong solution if (Xi)iejo00) 18 FPB-adapted. If
(Xt)te[0,00) 18 not F-adapted, then we say the the solution (Xy, By)iejo o) is a weak solution.

Remark 6.3. Observe in particular that the above definition applies to measurable maps
b: ([0,00) x Rd) ~R? and 4 ([o,oo) x Rd) — RI*™,
by defining b(s, X.) = b(s, X,) and o(s, X.) = &(s, X,). This is certainly the most important case
that will be considered in this course, and yields the stochastic differential equation
dX, = b(t, X;)dt + 5(t, X;) dB,
which is a time-dependent version of the standard type (6.1) discussed above.

The following definition extends Definition [B.2to the case of a general semimartingale (Zt);e(0,00)-
The definition is identical, except that in this case a strong solution is adapted to the filtration

(F7)tef0,00) generated by (Zi)ie[o,00)-
Definition 6.4. Let d,m € N, let C([0,00); R?) denote the space of continuous functions from
[0,00) to R?, and let
f: ([0, 0) C([O,oo);]Rd)) _ R¥xm,
be a measurable function. Let (Zi)icp,c) be a continuous semimartingale. A solution to the
stochastic differential equation, for a probability measure p on R?,
{ dXt == f(t, X) dZt in (O, OO)7
Xo = p,
is a d-dimensional continuous semimartingale (X¢);e[0,0c) Which satisfies that, for every measurable
ACRY,
P(Xo € A) = p(A),
and that, almost surely,

t
X, = Xo +/ f(s,X.)dZs.
0

We say that the solutions (Xi, Zt)scjo,00) 18 @ strong solution if (Xi)ieo,00) 18 Ff-adapted. If
(Xt)te[0,00) 18 MOt F#-adapted, then we say the the solution (X, Zt)tel0,00) 18 @ weak solution.

We will now define two notions of uniqueness for solutions in the sense of Definition



76 BENJAMIN FEHRMAN

Definition 6.5. Let d,m € N, let C([0,00); R%) denote the space of continuous functions from
[0,00) to RY, and let

b: ([o, 0) C([O,oo),Rd)) S RY and o ([o,oo) % ([0, oo);Rd)) _ RXm

be measurable functions. For a probability measure p on R?, consider the stochastic differential
equation
dX; =b(t,X.)dt +o(t,X.)dB; in (0,00),
(6.3)
XO = M.

(1) We say that there is pathwise uniqueness for ([6.3) if whenever (X¢, By)ye[o,00) and (X2, By)¢e[o,00)
are two solutions defined on the same probability space which satisfy that Xo = X{, almost
surely and that (By)sc(0,00) and (B})¢e[o,00) are indistinguishable m-dimensional Brownian mo-
tions, we have that (X;);cjo,00) and (X{)¢ejo,00) are indistinguishable.

(ii) We say that there is uniqueness in law for ([6.3) if whenever (Xy, Bi)ic(0,00) @and (X7, B})ie(0,00)
are two solutions (defined for possibly different m-dimensional Brownian motions on possibly
different probability spaces) for which Xy = X in distribution, we have that (X;)sc[,00) and
(X?)te[0,00) have the same law.
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6.1. Existence of weak solutions by change of measure and time. In this section, we will
construct weak solutions to stochastic differential equations of the form

(64) dXt = b(Xt) dt + O'(Xt) dBt,
using the Girsanov theorem and change of measure and using random time change. Precisely, given
a one-dimensional Brownian motion (Bt)te[o,oo) and a positive bounded function o: R — R we will
show that there exists a time change (7¢);c[0,00) and a new Brownian motion (Bt)te[o,oo) such that
the process (X¢)ic[,00) defined by

Xt = BTt?
is a solution to the equation
(6.5) dX; = o(X;)dB,.

Then, given a bounded measurable function b: R — R, we will prove using the Girsanov theorem
that there exists a new Brownian motion (B{)te[om) defined with respect to a new measure such
that, with respect to this measure, the process (Xt)te[o,oo) is a solution to the equation

dX; = b(Xt) dt + O'(Xt) dBé

That is, beginning from a Brownian motion (By)ic[0,«), We can construct weak solutions to (6.4
for a general class of coefficients. In the sections below, we will establish conditions that imply
pathwise uniqueness holds for ([6.4]) and therefore using the theorem below that the weak solutions
are in fact strong solutions.

Theorem 6.6. Let (By)ic[0,) be a standard n-dimensional Brownian motion. Leto: C([0,00); R%) x

[0,00) = R¥*™ gnd b: C([0,00),R%) x [0,00) — R? be measurable predictable functions. If pathwise

uniqueness holds for the equation

dX; =b(X,t)dt + o(X.,t)dB; in (0,00),

(6.6) {
X(] =,

then uniqueness in law holds for ([68) and every weak solution is a strong solution.

We will now prove that above outline. In the first statement, we essentially use a random time
change to transform a Brownian motion into a solution to a more general diffusion equation of the

type (G.5).

Proposition 6.7. Let (Bi)icp,c) be a standard Brownian motion. Let o: R — R be a bounded
measurable function which satisfies, for some ¢ € (0, 00),

0<e<o.

Then, for each x € R, the equation
dX; = 02(X,)dB; in (0,00),
XO =X
has a weak solution and satisfies uniqueness in law.

Proof. We assume without loss of generality that £ = 0. Since o is bounded and strictly positive,
define the family of time changes (7¢);c[0,0c) by

S
T = inf{s €1[0,00): / o YB,)dr > t.} .
0
The boundedness and positivity of o proves that the process

Tt
te[(),oo)»—>/ o~ 2(B,)dB;,
0
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is a local martingale. Furthermore, it follows by definition of (7¢),c(o o) that the quadratic variation
process satisfies

</OT' 0 3(Bs)dBs)¢ = /On o Y (By)ds =t.

Therefore, by Levy’s characterization of Brownian motion, there exists a Brownian motion (Bt)te[o,oo)
such that

~ Tt 1
B :/ o~ %(B,) dB.
0

Or, equivalently, that
dB; = 02 (B,,) dB,,,
which implies that
dB,, = 02(B,,)dB,.
Hence, after defining the process (Xt);c(0,00) by X¢ = Br, we conclude that (Xt7Bt)tE[0,oo) is a
solution to the equation

(6.7) { dX; =02(X;)dB; in (0,00),

Xo=0.

To see that the law must be unique, observe that every solution to (6.7) is obtained in this way.
That is, the positivity of o proves that, as t — oo,

(X)) = /0 o(Xs)ds — oc.

Therefore, by the Dambis-Dubins-Schwarz theorem, every solution to (6.7) is a time-changed Brow-
nian motion. This completes the proof. O

In the next two propositions, we will use the Girsanov theorem to solve a general diffusion
equation with drift. This will be achieved by changing the underlying measure.

Proposition 6.8. Let (Bt)te[o,oo) be a standard Fi-Brownian motion with respect to some filtration
(Ft)iefo,00)- Let 0: R — R and b: R — R be bounded measurable functions. Then for each x € R

there exist weak solutions to the equation
dX; =o(X;)dB; in (0,00),
(6.8) { t = 0(X¢)dBy (0,00)
Xo =T

if and only if there exist weak solutions to the equation
dXt = O'(Xt)b(Xt) dt + O'(Xt) dBt m (O,OO)7
(6.9) { X0

0 =

Furthermore, equation (6.8]) satisfies uniqueness in law if and only if (69]) satisfies uniqueness in
law.

Proof. Without loss of generality we assume that z = 0. Suppose that (Xt);c[0,00) is a weak solution
of ([6.8). Since b is bounded, define the martingale (Ly)ic[0,00) by

t
m:/mxm&
0

and define the measure Q by dQ|r, = £(L); dP|r,. The Girsanov theorem proves that the process
(Bt)tef0,00) defined by

t
Bt = Bt — <L, B>t = Bt — / b(XS) dS,
0
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is a Q-Brownian motion. And furthermore, since (Xt);c(o,00) solves (6.8)), we have that
dX; = o(Xy)dB;
= 0(X})dBy — o(X¢)b(Xy) dt + o(X3)b(Xy) dt
= 0(X;) dB; + o(X;)b(Xy) dt.
That is, with respect to the measure Q we have that (X, Bt)tE[O,oo) is a solution of (6.9). For the
reverse direction, if a process (X;);c[0,00) is @ solution of (63) with respect to the Brownian motion

(Bt)tE[O,oo) we invert the previous transformation by replacing the process (Lt)te[o,oo) by the process
(—=Lt)i€[0,00)- This completes the proof. O

Proposition 6.9. Let (By)icjo,) be a standard Brownian motion. Let 0: R — R and b: R — R
be bounded measurable functions and assume that o satisfies, for some e € (0, 00),
O0<e<o.
Then for each x € R there exist weak solutions to the equation
dX; =o(X)dB; in (0,00),
(6.10) { t (X¢)dBy ( )
Xo==x

if and only if there exist weak solutions to the equation

dX; = b(Xt) dt + O'(Xt) dB; in (O, OO),
(6.11)

XO =X

Furthermore, equation ([©IQ) satisfies uniqueness in law if and only if (GII)) satisfies uniqueness
in law.

Proof. The proof is an immediate consequence of Proposition applied to the drift
b= o 1D,

where the positivity of ¢ is used to ensure that this function is bounded. This completes the
proof. O

We are now prepared to present the main theorem of this section, which proves that for strictly
positive diffusion coefficients we can always find weak solutions to equations of the form (6.4]). And
furthermore, such equations satisfy uniqueness in law.

Theorem 6.10. Let (Bt)te[o,oo) be a standard Brownian motion. Let 0: R — R and b: R — R be
bounded measurable functions and assume that o satisfies, for some e € (0,00),
0<e<o.
Then for each x € R there exist a weak solution to the equation
dX; = b(Xt) dt + O'(Xt) dB; in (O, OO),
(6.12)
XO =X

Furthermore, equation ([612)) satisfies uniqueness in law.

Proof. The proof is an immediate consequence of Proposition and Proposition That is,
assuming without loss of generality that © = 0, given a Brownian motion (Bt)te[o,oo) we first define
the time change (7¢);c(0,00) DY

T = inf{s € [0,00): /(:UQ(BS)ds = 1}.
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Then by Proposition[6.7lthere exists a Brownian motion (Bt)te[o,oo) such that the process (X;)¢c(0,00)
defined by X; = B,, satisfies Xy = 0 and is a weak solution of

dXt = O'(Xt) dBt

Then we define the martingale (Lt);c0,00) by

t
Li= | o '(X,)b(X,)dB,
0
and the corresponding measure Q by dQx, = £(L); dPx,. It then follows from the Girsanov theorem
and Proposition 6.9 that the process (By)¢c[,c) defined by

t
B, = By —/ o (X)b(X,) ds,
0
is a Q-Brownian motion and that (X, By)icjo,00) Satisfies Xo = 0 and is a weak solution to
dX; = o(X;) dB; + b(Xy) dt.

Since Brownian motion satisfies uniqueness in law, and since this process is invertible, we conclude
that (6.12) satisfies uniqueness in law. O

Remark 6.11. We emphasize that the solutions constructed in Theorem are in general weak
solutions, but not strong solutions, despite the fact that we started with a strong solution. That is,
despite the fact that we started with a Brownian motion. The reason for this is that the time-change
introduces a new filtration, and the application of the Girsanov theorem changes the underlying
measure and thereby introduces a new Brownian motion.

Remark 6.12. The conclusion of Theorem [6.I0 remains true in higher dimensions, however in
this case the assumption that o is positive is replaced by the assumption that the matrix oo! is
uniformly elliptic. This is to say that, for some constants A < A € (0,00), as symmetric matrices,

M < oo' <AL

Or, in terms of eigenvalues, this condition states that the eigenvalues of oo! are bounded below by
A and above by A. The proof in the higher dimensional case is significantly more difficult.
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6.2. Existence and uniqueness: Lipschitz continuous coefficients. In this section, we will
prove pathwise uniqueness for solutions of the stochastic differential equation

aX, = f(t,X.)dZ,,

for a continuous semimartingale (Z);e[o,00), and a for a Lipschitz continuous function f on the
space of continuous paths. We recall that Lipschitz continuity is also the condition required to
prove existence and uniqueness for ordinary differential equations of the type

dX; = f(Xy)dt.
Indeed, the equation
dX; = /X dt with Xg =0,
has infinitely many solutions. In the sections to follow, we will prove that, at least for one-
dimensional equations, the Lipschitz continuity can be relaxed for the case of Brownian motion

due to the regularizing effect of its quadratic variation. We will present the proof of existence and
uniqueness immediately following Gronwall’s inequality.

Proposition 6.13. Let ¢: [0,00) — [0,00) be a nonnegative, locally bounded function which satis-
fies, for some a,b € [0,00), for every t € [0,00),

o(t) <a+ b/o ¢(s)ds.

Then, for every t € [0, 00),
o(t) < aexp(bt).

Proof. Let t € [0,00). By assumption,
t t s
o(t) Sa—i—b/o ¢(s)ds§a+b/0 <a—i—/0 (b(r)dr) :

o(t) ga—l—abt—i-/t/sqb(r)drds.
0 Jo

Proceeding inductively, it follows for every n € N that

—~a(bt)* " n
o(t) < Z b / / D(tnsr) Aty by ... diy,
. 0 JO 0

k=0

Therefore,

where the local boundedness of ¢ proves that, for some ¢ € (0, 00) depending on t € [0, ),

1 t t1 tn Cbn+1tn+1
b" t dt dt, ... dt; < —.
/0 /0 0 (b( n+1) n+1 n 1> (Tl + 1)'
We therefore conclude that, after passing to the limit n — oo,

o0

bt)k
o) <30 U5 — aexp(on),

k=0 '

which completes the proof. ]

Theorem 6.14. Let m,d € N. Let (Z)e(0,00) be a m-dimensional continuous Fi-semimartingale.
Let

£+ (10,00) x C([0,00), RY) ) — R,

be a locally bounded measurable function that is Lipschitz continuous in the sense that, for some
K € (0,00),
‘f(th) - f(t,Y)’ <K Sup ‘XS - Y;‘ )
s€[0,¢]
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for every t € [0,00) and X,Y € C([O,oo);]Rd). For every x € R%, here exists a unique up to being
indistinguishable F -adapted process (Xt)ie[o,00) such that

t
X, = :U+/ f(s, X)) dZs.
0

Proof. We will consider the case m = d = 1. The additional difficulties in the general setting are
only notational. The proof follows by Picard iteration. Let (X?)tE[O,oo) denote the process Xy = x
for every t € [0,00). Then, for every n € N, define inductively the process (X{')ic[0,0) by

t
Xt":x+/ f(s, X" 1dz,.
0

Let (Z; = M+ Ay)ejo,0) denote the semimartingale decomposition of (Z;).e(o,00), Where (A¢)iecpo,0)
is a process of bounded variation and (Mt)te[o,oo) is a continuous local martingale. We will first
consider the case that the measures d(M); and |dA;| are dominated by the Lebesgue measure.
The general case will then follow using a time-change argument.
Fix t € [0,00). We first observe that, if n = 1, for each s € [0, t],
2)
2

2
+

/0 f(r,2)dA,

X —XJ| <2 <’/ f(r,x)dM,
0
and, if n € {2,3,...}, for each s € [0, 1],

| X7 — X’H\? <2 ’/t (fOr, X1 = f(r, X7?)) dMV,
S S — 0 ) . ) . r

2

+2 /0 (f(r, X" 1) = f(r,X"?)) dA,

It therefore follows that, for each n € {2,3,...},

, 2
E | sup [X - X7'*| <2E | sup / (f(r, X1 = f(r, X"72)) dM,
s€[0,t] s€[0,¢] 1/0
s 2
+ 2E | sup / (f(r, X@*l) _ f(r,X_"*Q)) dA,| |.
s€[0,t] 1J0

The Burkholder-David-Gundy inquality with p = 2 (or, really, Doob’s inequality in this case) and
Hoélder’s inequality prove that

2

E | sup ’Xg—X;“lf

s€(0,t]

<se (s XY f(s, X)) ).

+ 2R [/Ot (f(s, X" = f(s,X72))” |dAs|] .

It then follows from the Lipschitz condition and the assumption that d(M); < dt and |dA;| < dt
that

E

t
sup \XQ—X;H\Q §2K2(4+t)/ E
s€[0,¢] 0

sup ’X?_I—X§_2‘2 ds.
rel0,s]
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Applying this inequality inductively, using the fact that ¢ € [0, 00) was arbitrary, we conclude using
the definition of (X?)te[o’oo) that, for every n € N,

t rt tn
E lsup \XQ—X;H}Q] < (2K2(4+t))”/ /1/ E
s€[0,1] 0 Jo 0

CRERE )" [

sup ‘Xﬁ—XﬂQ ds
rel0,s]

o sup ‘Xsl —:1:|2] .

s€[0,¢]

Since for every ¢ € [0,00) the local boundedness of f, the definition of (X})e[0,00), and the fact
that d(M); < oo imply that

E

s€0,t

2
sup |X51 —a:‘ ] < 00,
]
we conclude that

SE

n=1

< 0.

sup ’X;L - X;?_l’Q
s€0,t]

Therefore, almost surely, we have that
[e.9]
sup [ X7 — X}'| < o0,
n—1 s€[0,¢]
which implies that there exists a F#-measurable continuous process (Xt)te[0,00), Which is continuous

since it is the uniform limit of continuous processes, and which is .FtZ -measurable since each of the
(th)te[o,oo) are F7-measurable, such that, almost surely, for every ¢ € [0, 00), as n — oo,

(6.13) X" — X. uniformly on [0,¢].
Since a repetition of the above estimates prove that

t t
(6.14) lim / f(s, X)) dZs :/ f(s, X)) dZs,

it follows from ([6.I3) and ([6.14) that (X;)c[o,00) s @ solution of

{dXt = f(t,X)dZt in (O, OO)7

1
(6.15) Xo—u

To prove uniqueness, suppose that (X¢)e(o,00) and (Yz)e[o,00) are two solutions of (G.I5). For
every n € N let T}, denote the F#-stopping time

T, = inf{t € [0,00): |X¢| >n or |Yi| >n}.

It then follows that the stopped processes (X " )te[0,00) and (YtT“)te[o,oo) are solutions of (6.15]) for
the semimartingale (ZtT")te[o,oo)- It then follows by a repetition of the above estimates that

E| sup | X7 — v

}2
s€0,t]

t
g2K2(4+t)/ E[sup X =y dr
0

s€[0,r]

Gronwall’s inequality therefore proves that, for every ¢t € [0,00) and n € N,
E| sup [XT0 — Y|’
| s€[0,2]

=0.




84 BENJAMIN FEHRMAN
By letting ¢ — oo and n — oo, the monotone convergence theorem proves that

E[ sup | X, — Ve[| =0,

$€[0,00)

which proves that (Xi)ic(0,00) and (Y3)iecp0,0) are indistinguishable.
It remains to treat the general case. For this, define the time change {Ct}te[o,oo) by

Ct:inf{se [0,00):t+/ ]dAT\+<M)tZt.}
0

Consider the time changed process (Zt)te[O,oo) by
Zt - ZCtv
and define the function .
f: ([0,00) x C([0,00); R)) = R

by f(s,X.) = f(Cs, X.). Since it follows by definition that C; < t for every t € [0,00), we have by
definition that

Ft, X)) = f(t,Y)| = f(Cr, X)) = f(C,, Y)| < K sup |X,—Y,| <K sup |X, - Y,
5€[0,C4] s€[0,t]

and that f is locally bounded. Therefore, since (Z; = A; + Mt)te[o,oo) for (A, = Acy)ie)0,00) and
(M; = Mc,)ief0,00) is @ semimartingale satisfying by definition of the time change (Cy)icp,) that
A(M); < dt and ‘dflt’ < dt,
there exists a unique solution (Xt)te[(),oo) to the stochastic differential equation
dXt == f(t,X) dZt in (0, OO)7
X() = .
Define the inverse process (A¢)ic(0,00) DY
Ay =inf{s € [0,00): C5 = t}.
It then follows by the change of variables formula that the process (Xt);c(o,00) defined by
X, = X4,
is a solution of the stochastic differential equation
dXt = f(t,X) dZt in (0, OO),
XO =x,
This completes the proof. ]

The following theorem proves that the solution can be constructed to depend continuously on the
initial condition as well as time under the additional assumption that the coefficient f is globally
bounded.

Theorem 6.15. Let m,d € N. Let (Zt)te[O,oo) be a m-dimensional continuous Fi-semimartingale.
Let

f: ([o, 0) C([O,oo),Rd)) _ RIx™,
be a bounded measurable function that is Lipschitz continuous in the sense that, for some K €
(0,00),

‘f(th) - f(t,Y)’ < K sup ‘XS - Y;‘ 3
s€[0,¢]
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for every t € [0,00) and X,Y € C([0,00);RY). Then there erists a unique F{-adapted process
{X¥ Hepo,00),wcre that is continuous is both variables (w,t) € R x [0,00) such that almost surely,
for every x € R and t € [0, 00),

¢
(6.16) Xf:a:—i-/ f(s,X*)dZ
0

Proof. The issue is proving continuity in space. For every x € R there exists a continuous in time
solution (X{)sc(0,00) Of (EI6). Let ¢t € (0,00). We will consider the solution as a map from R to
the Banach space fo continuous functions C([0,7]; R) equipped with the norm

1 leqo,0m) = SUP] ()]

s€[0,t
We will then apply the Kolmogorov continuity criterion to the map
rER— (Xg)se[o,t} € C([O,t];R).
Let p € [2,00). The inequality |a + b+ ¢/’ < 3771 (Ja|’ + |b|" + |¢|?) and equation (6.16]) prove that,
for each z,y € RY,

sup |XJ — XY
s€[0,¢]

<3z —yl?

P
+3P7 [ sup .
s€0,t]

The Burkholder-Davis-Gundy inequality, Holder’s inequality, and p € [2, 00) prove that there exists
Cp € (0,00) such that

p

+ sup
s€[0,t]

|t xz) = iz ar
0

/ o(r,X})—o(r,X?)dB,
0

([ oty = ot as) ]
< C,K’E [(/Ot | X7 — XV|? ds> g]

o [t
SCngtpp/ E | sup | X — XYP| dr
0 s€[0,r]

p

E [ sup / o(r, X)) —o(r,X?)dB,| | < C,E
0

s€[0,t]

Similarly, it follows by Jensen’s inequality and p € [2,00) that

sup
s€[0,t]

/ ", X2) — a(r, X2) d

< P~ 1/ lp(r, X¥) — p(r, X2)|P dr

< P 1Kp/ sup | X7 — XYP dr.
0 s€(0,r]

The previous three inequalities prove that, for every p € [2,00) and t € [0, c0),

E

sup |XJ — XY
s€[0,¢]

t
—2
= ('1? —yl’ + (CngtpT + thp_l) / "
0

sup | X7 —Xsy|p] dr) .

s€[0,r]
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Gronwall’s inequality proves that, for every p € [2,00) and t € [0,00) there exists a constant
c(t,p) € (0,00) that is locally bounded in ¢ and p such that

E
s€[0,t]

sup | X — Xsy!p] < c(t,p) [z —yl".

A~

The Kolmoogorov continuity criterion that there exists a continuous modification (X7)¢(o, of the
process © € R = (X§)scpq € C([0,T];R). Tt follows that the modification solves ([G.I6]), because
the zero set is independent of time. That is, for every z € R we have

P[XZ = X7 for every t € [0,00)] = 1.
This completes the proof. O
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6.3. Uniqueness by local times: Ho6lder continuous coefficients in one-dimension. In
the previous section, for instance, we proved the pathwise well-posedness of stochastic differential
equations of the form

dX; = b(t, Xt) dt + O'(t, Xt) d By,

for coefficients b and o that were locally bounded and globally Lipschitz continuous. In general,
these assumptions cannot be relaxed for the drift b, since the equations
i(t) = /z(t) and @(t) = z(t)?,

are either have non-unique solutions or blow-up in finite time. However, in this section, we will
prove using local times that the these assumptions can be relaxed for the diffusion coefficient ¢. In
particular, we will prove that the equation

(617) dXt =\ Xt dBt in (0, OO),
Xo=0

is well-posed and that zero is its unique solution.

Uniqueness for equations like (6I7) will be obtained the local time of the solution at zero. The
idea is that on the one hand a solution (X);c(0,00) of (6.1T) begins at zero and therefore if (X))
is non-constant we expect that LY(X) > 0 for every ¢ € (0,00). However, on the other hand, the
quadratic variation process

d(X); = X dt,
vanishes whenever X; = 0. Therefore, time isn’t running when X; = 0, and we expect that
LY(X) = 0 for all t € [0,00). That is, from the point of the view of the local time, the process
(Xt)te[0,00) SPENds 10 time at zero. The only way to reconcile these two perspectives is for (X¢);e(0,00)
to be constantly equal to zero.

Proposition 6.16. Let (Bt)cjo,00) be a one-dimensional Brownian motion and let b,o: [0,00) x
R — R be predictable processes. Let (th)te[gpo) and (Xt2)te[O,oo) satisfy that X} = X3 almost
everywhere and that, for each i € {1,2},

(6.18) dX; = b(X})dt + o(X}) dB;.
Then XV X? is a solution of (I8 if and only if LY(X? — X') vanishes identically.

Proof. We observe using Tanaka’s formula applied to the semimartingale (X} — Xf)te[o’oo) with
a = 0 that

t
XV X = X4 (07 = XD = Xt [ 1y A6 XD + 180X - X

Since, for each i € {1,2} we have that
dX; = b(X},t)dt + o(X},t)dBy,

it follows that, since X} = X2 almost everywhere,
t
X vXE=X+ / Lixisx2yb(X2,s) + Lixesxpb(XZ, s) ds
0 S — S S S
t
+ / Lixi>x20(X1,8) + Lixesxn0(X2, s)dBs 4+ LY(X? — X1)
0 _

t t
:(Xolvxg)+/ b(Xsl\/XSQ,s)ds+/ o(X:v X2 s)dB, + LY(X' — X?).
0 0

We therefore conclude that (X} V X?)ep0,00) is a solution of BI8) if and only if L{(X? — X*)
vanishes identically. This completes the proof. O
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We will now prove that uniqueness in law and the vanishing of the local times implies pathwise
uniqueness.

Proposition 6.17. Let (Bt)cjo,00) be a one-dimensional Brownian motion and let b,o: [0,00) X
R — R be predictable processes. Suppose that we have uniqueness in law for the equation

(6.19) dX; = b(X})dt + o(X]) dB,,

and that any two solutions (Xl)te[o,oo) and (th)te[o,oo) that satisfy X} = X2 almost everywhere
satisfy LY(X? — X1) = 0. Then, pathwise uniqueness holds for ([G19).

Proof. Suppose that (X');c(0.00) and (X7);ep0,00) are two solutions of (BIJ) defined with respect
to the same Brownian motion that satisfy X} = X2 almost everywhere. Then, since LY(X? — X1)
vanishes identically, we have by Proposition that X' v X? is also a solution. Hence, by
uniqueness in law, it follows that the law of (X{);c[0,00) and the law of (X! V X?)ic(0.00) are the

same, which occurs if and only if (th)te[O,oo) and (Xt?)te[o’oo) are indistinguishable. O

In the following to statements we are essentially imposing a Holder continuity condition on o.
That is, for p(z) = |x|* we are requiring that
o(z) —o(y)] < [z —y|*,
or, equivalently, that
lo(x) = o(y)]* < o —y[**.
The integrability condition requires that 2« > 1 and therefore that o > 1/2. So, in particular, the
theorem applies to o(z) = /.

Proposition 6.18. Let p: [0,00) — [0,00) be a nondecreasing function that satisfies, for every
g€ (0,1),

° 1
(6.20) /ds:oo.
0

p(s)
Let (Xt)e(o,00) be a continuous semimartingale such that for some ¢ € (0,1), for every 0 € (0, 00),
t
1
6.21 1 —d(X .
(6.21) | Loexcor s At < o

Then LY(X) = 0 almost surely.

Proof. By the occupation formula,

t 1 |
1 EdXS:/L“da.
/0 0=Xe=2d 5 (Xy) ) o pls) !

By the right continuity of L{ in a, it follows from assumption (6.20) that the righthand side of this
equality is infinite on the set {LY > 0}. We therefore conclude by (6.21]) that LY = 0 almost surely,
for every t € (0,00). Since LY is continuous and increasing in ¢, this implies that LY almost surely
vanishes identically. O

Proposition 6.19. Let o, b',b%: [0,00) xR — R be a predictable processes. Assume that there exists
a nondecreasing p: [0,00) — [0, 00) which satisfies [©20) such that, for all (z,t), (y,t) € Rx[0,00),
o (. t) — oy, )* < p(jz = yl).

Then, for a one-dimensional Brownian motion (Bt)te[o,oo); if for each i € {1,2} the process

(X{)ielo,00) 8 a solution of
dX; =b(Xy,t)dt + o( X}, t) dBy,
we have that LY(X! — X?) =0 for every t € [0, 00).
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Proof. Since for each i € {1,2} we have that
dX; = b(X},t)dt + (X}, t)dBy,
it follows that
d(X' = X2, = |o(X}], 1) — o(X2, )| dt < p(| X} — X2|) dt.
Therefore, for every t € (0, 00),

t t
1 1 2
/0 1{X1>X2}md<X —X >5 SA 1{X1>X2}dt§t

We may now state the main theorem of this section.

Theorem 6.20. Let p: [0,00) — [0,00) be a nondecreasing function which satisfies ([G20), let
(Bt)ico,00) be a one-dimensional Brownian motion, and let 0,b: [0,00) x R — R be predictable
functions. Then, pathwise uniqueness for the equation

dXt = b(Xt, t) dt + O'(Xt, t) dBt,
under the following two conditions.
(i) Both o(t,z) = o(x) and b(t,x) = b(x) are time-independent, |o(z) — o(y)|* < p(|lz — y|)there
exists € > 0 such that 0 < e < o, and o and b are bounded.
(ii) |o(x,t) — o(y, t)[> < p(|lz — y|) and b is locally Lipschitz continuous.

Proof. In case (i), these conditions prove that the solution is unique in law and that the local time
at zero of the difference of any two solutions must vanish. Therefore, the solution is pathwise
unique. In case (ii), we may assume without loss of generality by a stopping time argument that
o is bounded and that b is globally Lipschitz continuous. It then follows by Proposition
that, for any two solutions (th)te[o,oo) and (XtQ)te[O,oo) defined with respect to the same Brownian
motion that satisfy X} = X2 almost surely, we have almost surely that LY(X! — X?) = 0 for every
t € [0,00). Therefore, by the Tanaka formula applied to X} — X? at a = 0,

¢
X} - XP| = [ sen(x! - X7 a(x! - 7).
0
The boundedness of o and the equation then prove that
t
|x! - X7| - / (b(X1 1) —b(XZ2 5))ds is a martingale.
0

Therefore, for every ¢t € [0,00), there exists ¢ € (0,00) depending on the Lipschitz constant of b
such that

t
E[| X! — X7|] < c/ E[| X! — X2|]ds.
0
It then follows by Grénwall’s inequality that EHth — Xf‘ = 0 for every ¢ € [0,00). Therefore, by

continuity, we conclude that the processes (X})e(0,00) and (X?)e(0,00) are indistinguishable. This
completes the proof. ]
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7. SELECTED PROBLEMS AND SOLUTIONS

In this section, we present some selected problems and solutions from the problem sessions.
(i) We say that a function u: R? — R is C*.-bounded if u is twice-differentiable and satisfies
sup (\u( )+ [Vu(x)| + ‘Vzu(aﬁ)‘) < 0.
zeR
Prove that every C?-bounded function u satisfying
u  0%u
— + 5 =0,
0%xr 0%y
is constant. (Hint: Apply It6’s formula to the composition (u(Bt))e(o,00)s fOr (Bt)ie[o,00)

a standard two-dimensional Brownian motion.) Conclude that every bounded holomorphic
function f: C — C is constant.

Au =

Proof. Let (Bt)ic[,00) be a standard two-dimensional Brownian motion. It6’s formula proves
that, for every ¢ € [0, 00),

2

| bt 9% _

B+ = B,)d(B', BJ),

u(B +2/ (o) +2]21/0 Gugs, (B 4B B

2 t t
ou 1
=u(0) + / B)dB; + - Au(Bg) ds
O+ 2 [ g Baasi+g [ sum)

Therefore, since u is harmonic,

L 5w .
u(B) = u(0) + Y /0 gxi (B,)dB.

Since u is C2-bounded it follows that that (u(Bt))ie[0,00) 18 @ martingale, since the stochastic
integrals are martingales. Furthermore, because u is bounded, the martigale (u(Bt)):c(0,00) 18
bounded and hence L?-bounded and hence uniformly integrable. The martingale convergence
theorem then proves that there exists My, € L>(, Foo, P) such that, almost surely as t — oo,
To conclude, we use the fact that Brownian motion in two dimensions is recurrent. That is,
almost surely, for every non-empty open set A C R?,

sup{t € [0,00): By € A} = oo.

By contradiction, suppose that u is not constant. Then, there exist non-empty open subsets

Ay, Ay C R? such that
sup (u(z)) < inf (u(z)).
z€A; r€A2

Since Brownian motion is recurrent, this implies almost surely that
hmlnfu(Bt) < sup( (x)) < inf (u(x)) < limsupu(By).
TEAL z€A2 t—00

and hence almost surely that
lim u(B;) does not exist,
t—o0
which contradicts (ZI]). We therefore conclude that u must be constant. For the final state-

ment, we recall that bounded holomorphic functions are C2-bounded (in fact, they are Ck-
bounded for every k € N) in the sense that both their real and imaginary parts are C*F-bounded
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for every k € N. Furthermore, the Cauchy-Schwarz equations prove that the real and imagi-
nary parts are holomorphic, and therefore by the above they are constant. ([l

Let (Bt)eo,00) be a standard Brownian motion on a filtered probability space

(2,6, (Gt)tefo,00): P)-
Let X be a finite Gyp-measurable positive random variable that is independent of the Brownian
motion. Let (M; = Bix)ie[0,00) and define the filtration (F¢);e(0,00) DY
Fi; = 0o(Bsx: s € [0,t]).
a) Show that M is a local martingale with respect to (F¢):e(0,00)-

(a)

(b) Show that M is a martingale if and only if E[v/X] < oc.

(c) Calculate ((M)¢)e[o,00)-

(d) Let (At)se[o,00) be an increasing process vanishing at zero that is independent of (By)ye[0,00)-
Define the filtration (-7:{4)te[o,oo) by

FA=0(Bya,:se0,t]).

Show that (Ba,)e[o,00) is a local F{-martingale, find conditions that guarantee that
(Bay)telo,00) 18 a F{-martingale, and compute its quadratic variation process.

Proof. We will first prove (a). It suffices to prove the case that X = Y " | a;14, is a bounded
simple function. Then, for every s <t € [0, 00),

n
E(Bix|Fs] =Y E[Bu, 14, Fsl.
i=1
We observe that by the independence of X and (By)ic[0,o) the process (Ba;i14,)ic(0,00) 18 @
Brownian motion scaled by «; in time with respect to the measure P4, (B) = P(4inB)/p(4;) and
with respect to the filtration 7} = {4; N B: B € F;}. Therefore,

n
E[Bix|Fs] = Y E[Bsa,14,|F] = E[Box: Fi] = Bsx.
i=1
This completes the proof that (Byx)ic(o,00) is @ Fi-martingale. In general, (Byx )c[o,00) is only
a local martingale due to the fact that X may not be bounded.
We will now prove (b). In this case, the issue is one of integrability. Indeed, for every
t € (0,00) we have by independence, the nonnegativity of X, and Brownian scaling that

E[|Bux|] = /R E[Bialjix (da) = E[|B,] /R o px(da) = E[|BJE[VX]

Hence, we see that the process (Bix)e[o,0) I8 integrable and a martingale if and only if

E[VX] < co. This completes the proof of (b).
We will now prove (c). It suffices to prove the case that X = > ' a1y, is a bounded
simple function. In this case, since the conditioned process is a Brownian motion,

E[Bix|Fs] = ) El(Bia,)*14,| 7]

i=1
= Z]E[((BSQZ')Q + ai(t - S)) 1Ai’f5]

=E[Blx — (t — 5)X|F]
= B, — sX +tX.
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(iii)

(7.2)

(7.3)
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We therefore have that
(B — tX)ic(0,00) 18 @ martingale.

This implies that (B.x); = tX, which completes the proof of (c).
We will now prove (d). The identical arguments apply in this case, where previously we
considered the case A; = sX. Indeed, if for every n € N we define

T, = inf{t € [0,00): Ba, > n},

then by a repetition of the arguments from part (a), replacing everywhere sX with As, it
follows that (Ba,aT, )ic(0,00) i @ martingale and hence that (Ba,)ic[0,00) I8 @ local martingale.
For every t € [0,00), the independence proves that

E[Ba) = E |A)°| E[ Bl
and therefore that (Ba,)sc(0,00) i @ martingale if IE[A;/ ?] < oo for every t € [0,00). Finally, in
this case, the quadratic variation process is given by A;. This completes the proof. O

Let (X¢)e[,00) and (Y3)¢e[o,00) be continuous semimartingales. Define the stochastic exponen-
tial (£(X)t)te[,00) to be the process

£(X), = exp (Xt - <X>f) .

2

Prove that there exists a unique continuous semimartingale (Z:);(o,o0) such that

t
thymu/ Z,dX,,
0

and that
t t
Zy =E(X), <Y0+/ S(X)S_ldstL/ E(X)S_ld(X,Y>s>.
0 0

Proof. Suppose that (Zi);c(o,00) is defined by (Z3). Define the continuous semimartingale
(Nt)ie(0,00) DY

Ny =Yy + /t€<X>;1dYs - /t8<X>;1d<X, Y)s.
The integration-by-parts formu(l)a then proves tha?t
dZ;, = E(X) dNy + N, dE(X) + d(N, E(X))s.
Since the stochastic exponential satisfies
dE(X), = (X)) d Xy,
and since by definition
AN; = E(X)7HdY; — £(X)7 M d(X, Y )y,
it follows that
AN, E(X))e = A(X, Y ).
Therefore, we conclude that
dZ; = E(X) Ny d Xy = Z, dX;.

Since Zp = Yy by definition, this prove that the process (Z¢)ico,c) satisfies (T.2).
Now, suppose that (Z;);c(o,o0) is an arbitrary solution of (Z2) in the sense that Zy = Y
and
dZt == dY}/ + Zt dXt
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Since we computed in class that
dE(X);t = —E(X); HdX, + E(X); (X,
the integration-by-parts formula proves that
d(£(X);'2y) = =2, £(X); 1 dXy + Z (X)) (X,
+ EX)7HAY; + E(X)71ZpdX 4+ d(E(X) 7Y Z)s.
Since the quadratic covariation is defined by
dEX) ™, Z) = —Z,E(X); P A(X) — E(X); (X, Y ),
it follows that
d(£(X); 1 Zy) = £(X); 1 dYs — E(X); 1 (X, V).
Since at ¢ = 0 we have
E(X)g ' Zo = Yo,
it follows that, for every ¢ € [0, c0),

t
EC071 2= Yo+ [ €07 A - EQ0; XY
0
Therefore, for every t € [0, 00),
t
z =00 (Yo+ [ +E00; a¥i - 00 alxv),).
0

which proves that the solution is unique. ]

Suppose that (M;)¢c[,0) is @ bounded continuous martingale with finite variation. Prove that
t
M? = M + 2/ M dMs,
0

where the final integral is almost surely well-defined. (Hint: Cite here known results about
one-dimensional functions of bounded variation.) Deduce that M is almost surely constant.

Proof. Since the process (My)ic(,00) is bounded with finite variation, it follows that the process
(M?)se[0,00) is bounded with finite variation since, for every T' € (0,00), for every partition
O=th<thi <...<inya<tny=T,

N

2 2
Z ‘Mtk o Mtkfl
k=1

Similarly, the process (M7 = M? — Mg)te[0,00) 18 of finite variation. Therefore, since My =0,
almost surely, for every ¢ € (0, 00),

N
= Z |Mtk - Mtk—l‘ ‘Mtk + Mtkql < sup |[[Myf|, Var(M,T).
b1 te[0,T]

- tq - to
Mf:/ Mfdr:2/ M, dM,.,
o dr 0
where the fact that (Mt)te[(),oo) is bounded with finite variation implies that, almost surely,
for partitions A = {0 = tp < t1 < ... < tya)—1 < tn(A) = t} of [0,7], for the mesh
|Al = supreqy,. vy Ite — te—1l,

N(A)

¢
/0 My dMy = Iii\rgo ; My, (My, — My, ,).
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For every partition A of [0, 7], the martingale property proves that

N(A) N(A) i
E Z Mtkfl (Mtk o Mtkfl) - Z E [E |:Mtk71 (Mtk - Mtkfl) “FtkfliH =0
k=1 k=1

We therefore conclude that, for every t € [0, 00),
]E[Mt2] = 07
and therefore by continuity that (M;);c(o o) is almost surely constant. O

(v) Let d1,da € N. Let (By)icjo,c) be a standard da-dimensional Brownian motion. Let u be a
constant (d; x dj)-matrix and let o be a constant (d; x dg)-matrix.
(a) For every x € R, find the unique strong solution (X7, By)iefo,50) to the equation

{de = puXFdt+odB; in (0,00),

4
(74) X§ =u=.

Hint: For a d; x di-matrix A, use properties of the matrix exponential
o Lk Ak
t"A
exp(tA) = o
k=0
The solution itself will be expressed in terms of a stochastic integral.

(b) Find the distribution of X} for every ¢ € [0, 00).
(c) Let d; = dy = 1. Prove that, for every bounded measurable function f: RY — R,

E[f(X7)] = E [f (:c exp(ut) + N\/ ;’M (exp(2tn) — 1>)] ,

where E’ denotes the expectation on any probability space (€', F/, ') carrying a normally
distributed random variable N with mean zero and variance one.

Proof. We will first prove (a). Let Y; = exp(—tu) for every ¢ € [0,00). It follows by definition
that
dY; = —Yiu = —pY;.
We observe that if (X¢);e[o,00) solves (L)) then
d(Y: Xy) = VX dt — Yip X, dt + Yipo dBy = Yio dB;.

We therefore conclude that, since Y{ is the identity matrix and since Xy = =z,

t t
YiXi =x+ / Yi0dBs =z + / exp(—su)o dBs.
0 0

Hence,

(7.5) Xi = exp(tpu)xr + /0 exp((t — s)p)o dBs.

Since a direct calculation proves that the righthand side of () is a solution of (), this
completes the proof.

We will now prove (b). You an assume without proof that the stochastic integral is a normal
random variable with mean zero. So, it remains only to calculate its covariance. For this, we
have using the It6 isometry that

( / exp((1 s)u)adBS)Q

E = /0 (exp((t — s)p)oo’ exp((t — s)p)) ds.
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We therefore conclude that X7 is normally distributed on R% with mean exp(tu)z and co-
variance matrix

/0 (exp((t — s)p)oo’ exp((t — s)p)) ds.

We will make this formula more precise in dimension one below.
We will now prove (c). If d; = d2 = 1 then we can compute
t 2

/0 (exp((t — s)p)oo’ exp((t — s)p)) ds = 02/0 exp((t — s)2u)ds = ;—u (exp(2tp) —1).

Therefore, in one dimension X7 is normally distributed with mean exp(tu)x and variance

0,2

02/0 exp((t — s)2u)ds = o (exp(2tp) —1).

That is, for any normal random variable A/ with mean zero and variance one we have that in
distribution X} is equal to

exp(tu)x +N\/g; (exp(2tp) —1).

This proves the final claim, and completes the proof. O

vi) Let u,0 € R. Le t)icio.0o) D€ a standard one-dimensional Brownian motion. For every
i) Let R. Let (Bt)ico,00) b tandard di ional B i ti Fi
z € R, use the stochastic exponential to find a strong solution (X7, Bi).e[o,00) to the equation

dXy¥ = pdt+0X7dB; in (0,00),
X§ =u=.

Proof. Let (£(0B)t)ie[0,00) denote the stochastic exponential

2
E(oB)y = exp <aBt - U2t> .

Since we have that
d(£(B);!) = —0&(B); ' dBy + 0?£(B); ! dt,
it follows that if (Xt);c(0,00) is @ solution of ([Z€]) then the integration-by-parts formula proves
d(XEB); 1) = pE(B); tdt + 0*E(B); ' Xy dt + d(X, E(B) 1),
= pE(B);tdt + 0?E(B); ' Xy dt — o XyuE(B);t dt
= p€(B); ! dt.

Therefore, we have that

t
X&EB) =x+ u/ £(B); ! ds.
0

(7.7) X; = E(B); (x + 1 /Ot E(B);? ds> .

And indeed, if we define (Xt)te[o,oo) in this way, an integration-by-parts calculation proves
that (X¢)ie[0,00) is the unique solution. This completes the proof. O

(vii) Let (Bt)ico,00)s (Wi)ielo,00) be two independent standard Brownian motions. Find the sto-
chastic differential equations satisfied by the following processes (Xt)te[o,oo)> and determine
which are martingales.
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(a) X =ex p(%)COS(Bt)

(b) X; =B,

(c) Xt = (Bt +t)exp(—B; — §)
(d) Xy = (By)* + (W)

Proof. For (a), the integration-by-parts formula and It6’s formula provee that, since the pro-
cess (exp(4/2))ie(0,00) 18 of bounded variation,

1 t 1 t
dX; = iXt dt — exp <2> sin(By) dB; — §Xt dt = —exp <2> sin(By) dBy.

We conclude by the boundedness of the sin function that (X;)icp,0) is @ martingale.
For (b), the integration-by-parts formula and Itd’s formula prove that, since the process
(t)ie[o,00) 1s of bounded variation,

dX; = By dt +tdB;.

In this case, (Xi)ic[0,00) is @ semimartingale but not a martingale.
For (c), we write the process (Xt);c[0,00) in the form

X, = (By exp(—B)) exp <—;) + exp(—By) (t exp <—;)> .

The second term in each product on the righthand side is a process of bounded variation.
Therefore, the integration-by-parts formula and Ito’s formula prove that

t t
dXt = <6Xp <—Bt — 2) — Bt exXp (—Bt — 2)) dBt
1 t t
+ 3 <Bt exp <Bt — 2> — 2exp <Bt — 2)) dt

1
— §Btexp < Bt — > dt

t
—texp <—Bt—2) dBt+2exp( Bt—> dt

t t t
+ (exp <—Bt — 2) —3 exp <—Bt — 2)) d¢.

dXt = <(1 —t— Bt) exp <—Bt — ;>> dBt7

and (X¢);e[0,00) 18 @ martingale.
For (d), it follows from It6’s formula that

dX; = BsdBs + W, dW, 4 2ds.

In this case (Xt)te[o,oo) is a submartingale but not a martingale. (|

Therefore,
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