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1. Recall that if u is a probability distribution on (R, Z(R)) which is exponential
integrable, i.e. [, e pu(dx) < oo for every real number A, then

I,(x) = sup ()\x — log /R e’\’”u(dx))

A

for x € R. There is a similar definition for a distribution on (R?, Z(R?)).
(i) Let a < b be two numbers, p € (0,1), and u = pd, + (1 — p)dy. Show that

ﬁlog%—l—i:—ilog%—leg(b—a} if x € (a,b);

L(x) = —logp if x = a;
g —log(1 —p) if x = b,
00 if x ¢ [a,b].

(ii) Let u be the exponential distribution, so with a pdf e™* for x > 0. Show
that
xr—logx —1 forz > 0;
() =
00 for x <0.

(iii) Suppose u is the normal distribution N(a,c?), show that

1
I(x) = ﬁ\x —al?

for every x € R.
State the corresponding Cramér’s large deviation principle for each case.

2. (Large deviation principle for Gaussian measures) Let o = (0;;) be a positive-
definite and symmetric d X d matrix, whose inverse matrix is denoted by o~! = (o%).
Let p be the normal distribution with mean a = (a;) and co-variance matrix o,
denoted by N(a, o), which is the probability measure on (R¢, (R%)) whose pdf is
given by

flz) = ;e—%(m—a)v—l(m—a)
(2m)ddet o

for ¢ € RY, where - 0~ 'y = 3, - #;,0"y;. The characteristic function

eV (da) = exp | V=1t - a — %t ot
R4
for all ¢.
(i) Let Xi,---, X,, be independent with the same distribution u, and p, be the
distribution of S, = L(X;+---+X,,). Show that the distribution p,, ~ N(a,n 'o).
(ii) For € > 0 consider the scaling mapping I : R? — R? by sending x to \/ex.
Then both I. and its inverse I ! are Borel measurable. Let v. = po I, Show

1



that v. has a normal N(y/ea,ec0). Therefore, for the case where a = 0, p, = vi/,
forany n=1,2,---.
(iii) Suppose a = 0, show that

I,(x) = 5% o'z
for all x € R™. State Cramér’s large deviation principle for p,.

(iv) Now consider v, = pol ! for e € (0,1), where p ~ N(0,0). Let n(e) = [1]
the integer part of 1/e for e € (0,1), and y(g) = en(e). Then 1 —e < y(e) <1 and
n(e) — oo as € | 0. Moreover v, = fi,) 0 I’ 7’(;) Hence show that (1.) satisfies the
large deviation

limsup e log (v-(F)) < —i%ffu

e—0

for any closed subset F' C R?, and

limsupelog (v-(G)) > —inf/,

e—0

for every open subset G C R,

3. (i) Let f: E'— E’ be continuous mapping between two metric spaces (F, p)
and (E', p’). Suppose a family of random variables Z¢ (where € € (0,1)) valued in
E satisfies a large deviation principle with a good rate function I:

limsupelog P[Z° € F| < —i%fl

e—0

for every closed F' C E, and

limsupelog P[Z° € G] > —inf I
e—0 G

for every open subset G C E.
Show that X¢ = f(Z°) satisfies the large deviation with rate function

I'(s") = inf{I(s) : s € E such that f(s) = s'}.

(ii) Let p be the normal distribution N(0,0) and T, : * — x + a where a is a
fixed vector of R?. Then u® = po T, ! has a normal distribution N(a,o). Show
that u® = u® o I'-! satisfies a large deviation principle as € | 0, where I'.@x = \/ex
for e > 0.



4. Let {P. : ¢ > 0} be a family of probability measures on a Polish space (E, p)
which is exponentially tight, that is, if for every L > 0 there is a compact set K, in
E such that

limsupelog P.(E \ K1) < —L. (1)
el0

If {P. : € > 0} satisfies the weak large deviation principle with a rate function 7,
that is,

limsupelog P.(F) < —inf [
e—0 F

for every compact subset F' C F, and

limsupelog P.(G) > —iréfl

e—0

for every open subset G C E.
(i) Show that I is a good rate function.
(ii) I governs the large deviations of {P. : ¢ > 0}.



