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2 Two-dimensional
incompressible irrotational flow

2.1 Velocity potential and streamfunction

We now focus on purely two-dimensional flows, in which the velocity takes the form

u(z,y,t) = u(z,y,t)i +v(z,y,1)j. (2.1)
With the velocity given by (2.1), the vorticity takes the form

dv  Ou

We assume throughout that the flow is irrotational, i.e. that V x 4 = 0 and hence

ov  Ou
o gy = (2.3)

We have already shown in Section 1 that this condition implies the existence of a velocity
potential ¢ such that u = V¢, that is

99 _ 99

. =, 2.4
We also recall the definition of ¢ as
x x
o) =on(0) + [ w-de=oo(®)+ [ (wdo+ody). (25)
0 0

where the scalar function ¢y(t) is arbitrary, and the value of ¢(z,y,t) is independent
of the integration path chosen to join the origin 0 to the point @ = (z,y). This fact is
even easier to establish when we restrict our attention to two dimensions. If we consider
two alternative paths, whose union forms a simple closed contour C in the (z,y)-plane,
Green’s Theorem implies that

%C(ud:c +ody) = //S (g:: — gZ) dzdy, (2.6)

where S is the region enclosed by C, and the right-hand side of (2.6) is zero by virtue
of (2.3).
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Figure 2.1: Streamline plots for (i) uniform flow; (ii) stagnation point flow; (iii) line
source.

We also assume that the flow is incompressible, so that V - «w = 0, which in two
dimensions reduces to

(2.7)

By substituting (2.4) into (2.7), we find that ¢ satisfies Laplace’s equation, that is

ou o
ox Oy

2o 9%

Frr A

(2.8)

As noted in Section 1, Laplace’s equation is linear, and therefore much easier to solve
than the nonlinear Euler equations. We will see that many flows may be constructed
using well-known simple solutions of Laplace’s equation. Once we have solved for ¢,
the velocity components are easily recovered from (2.4), and the pressure may be found
using Bernoulli’s Theorem. We recall from Section 1 that this reads

or

Example 2.1 Uniform flow

1
P §|V¢\2 + x is constant in steady irrotational flow,
p

dp p

1
—+=+ §]V¢\2 + x = F(t) in unsteady irrotational flow.

ot p

(2.9)

(2.10)

A linear function of x and y trivially satisfies Laplace’s equation. The velocity potential

¢ =Uzxcosa+ Uysin a,

where U and a are constants, represents the velocity field

(u,v) = U(cos a, sin ).

(2.11)

(2.12)

This corresponds to uniform flow, with speed U, in a direction making an angle « with the x-axis,
as shown in Figure 2.1(i).
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Example 2.2 Stagnation point flow
The velocity potential

1
¢=5 (@ -y (2.13)
clearly satisfies Laplace’s equation and corresponds to the stagnation point flow
(u7 U) = (.’IJ, _y) (214)

considered previously in Section 1. We recall that the streamlines are hyperbolae, as illustrated
in Figure 2.1(ii).

Example 2.3 Line source
We recall that the two-dimensional Laplace’s equation may be written as

2, L0 (00\ 10% _
V(b_rar Tar +r2892_0’ (2.15)

in terms of plane polar coordinates (r,0). If we seek a radially-symmetric solution, with ¢ = ¢(r),
we find that
Q

¢ = % log r, (2.16)

where Q) is a constant of integration, and the additional arbitrary constant may be set to zero
without loss of generality. The corresponding velocity field is given by
d¢ Q
Uu=—e,=—e 2.17
dr " 2mr " (2.17)
where e, is the unit-vector in the r-direction. The velocity (2.17) may be rewritten in terms of
Cartesian variables as 0
u=(u,v) = ————(z,y). 2.18
(1) = 5 g @) (218)
We see that the fluid flows radially outward, at a speed that increases without bound as we
approach the origin. The streamlines are straight rays pointing outward from the origin, as shown
in Figure 2.1(iii). This flow is called a line source: a “source” because fluid is being squirted out
of the origin, and a “line” because the point (0,0) in the (z,y)-plane really corresponds to a line
(the z-axis) in three-dimensional space.
The constant @ is called the source strength. To see why, let us calculate the rate at which
fluid crosses a contour C' containing the origin, namely

% u - nds,
c

where n is the outward-pointing unit normal to C. The integral is particularly straightforward if
we choose C' to be the circle r = a, for some constant radius a, in which case n = e, and hence

27 Q
% u~nds:/ ——e,-e,adf = Q. (2.19)
o} 0 2ra

It is easily shown that any other simple closed curve C' containing the origin gives the same value
of the flux. Therefore Q is the rate at which fluid is produced by the source.

If Q is negative, then fluid is being consumed rather than produced, and the origin is called
a line sink, of strength |Q)|.
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Figure 2.2: Streamlines for the flow produced by a line source of strength @ in a uniform
flow at speed U in the z-direction. (In this plot, @ = 27U.)

One of the great advantages of dealing with a linear partial differential equation is
that the result of combining two flows may be found by simply adding the corresponding
velocity potentials. This is emphatically not the case for the nonlinear Euler equations
in general.

Example 2.4 Line source in a uniform flow

Consider the flow produced by placing a line source of strength @ at the origin in a uniform flow
of speed U in the z-direction. The velocity potentials due to the source and the uniform flow are
Uz and (Q/27)logr respectively, and the potential of the combined flow is thus

Q

¢o=Uzx+ % log 7. (2.20)
The corresponding velocity components are
Qu Qy
=U+ —_, = 2.21
“ + 27 (22 4+ y?) YT on (x2 4+ y?) (221)

and the streamlines are shown in Figure 2.2.

It is easily seen that there is just one stagnation point (i.e. point where the velocity is zero) in
the flow, at (z,y) = (—Q/27U,0). The separatriz crossing the x-axis through this point separates
the fluid emanating from the source from the fluid carried by the uniform flow.

By analogy with (2.3) and (2.4), we could instead start from (2.7) and deduce the
existence of a streamfunction (z,y,t) satisfying

0 Y

U—aiy, ’sza.

(2.22)
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Figure 2.3: Schematic of a curve C' joining two streamlines on which ¢ = 11 and ¢ = 1.

A handy shorthand for (2.22) is
u =V x (Yk). (2.23)

By comparison with (2.5), we infer that 1) may be defined as

y

U(x,y,t) = vo(t) + /0 (udy —vdz), (2.24)
where the function 1y(t) is arbitrary: just as for ¢, any function of ¢ may be absorbed
into ¢ without influencing the velocity components given by (2.22). Again, the integral
in (2.24) is independent of the path taken from the origin to the point @, and the proof
follows quickly from Green’s Theorem.

The representation (2.22) implies that v satisfies

o0 aw) | <aw aw)

wvi=(5-5) (55

= 2.2

and it follows that the streamfunction is constant along streamlines. The contours of ¢
therefore give us a handy tool for plotting the streamlines of a given flow.

Now let us consider two neighbouring streamlines, on which 1 takes the constant
values ¢ = 11 and ¢ = 19, say. The fluz, i.e. the net flow of fluid, between the two
streamlines, is given by the integral

flux = / u-nds, (2.26)
C

where C' is a smooth path joining the two streamlines, with unit normal n, as shown
schematically in Figure 2.3. Substituting for the velocity components from (2.4) and
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identifying nds with (dy, —dz), we can rewrite (2.26) as

B ) 0 0
flux = /C <81§’ —(;af) (dy, —dz) = /C <(;£dx + %dy) = [w]c =42 — ¢, (2.27)

where the notation [¢)]c respresents the change in the value of ¢ from one end of C' to
the other. Therefore,

the change in the value of ¥ from one streamline to another (2.98)
is equal to the net flux of fluid between them. '
By substituting (2.22) into (2.3), we find that 1, like ¢, satisfies the two-dimensional
Laplace’s equation:
Py P 2
— +— =Vu¥=0 2.29
02 92 ¥ (2.29)
Again, we can pose familiar solutions of Laplace’s equation for @ and read off the
corresponding velocity fields from (2.22). We begin by showing how the flows considered
in Examples 2.1-2.4 may be described using the streamfunction.

Example 2.5 Uniform flow
The streamfunction corresponding to the uniform flow (2.12) is easily seen to be

1 =Uycosa — Uzxsinq, (2.30)
up to an arbitrary constant. Hence the streamlines are given by v = constant, that is,
y = wtana + constant, (2.31)

in agreement with Figure 2.1(i).

Example 2.6 Stagnation point flow
The streamfunction corresponding to the stagnation point flow (2.14), satisfies the differential
equations

o o
oY _ - = 2.32
We easily deduce that

Y =uay (2.33)
up to an arbitrary constant. The streamlines plotted in Figure 2.1(ii) are the contours of 1,
namely the hyperbolae xy = constant.

The representation (2.23) is helpful if we wish to use the streamfunction in plane
polar coordinates (r,#). Using the formulae given in §2.5.2, we find that

1oy 9w

=—-—e — — .34
V x (Yk) ~ 50 T g, €O (2.34)
and the polar velocity components u, and ug are therefore related to i by
10 0
Uy = id up = L4 (2.35)

90 “ar
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Example 2.7 Line source
By substituting the velocity field (2.17) due to a line source into equation (2.35), we find that
the corresponding streamfunction must satisfy

oy 10y Q
— =0, —— = . 2.36
or rd0  27r (2.36)
Hence, up to the addition of an arbitrary constant,
) (2.37)
27
The contours of ¥ are the rays 0 = constant, in agreement with the streamlines plotted in

Figure 2.1(ii).

Example 2.7 demonstrates that the streamfunction due to a point source is multival-
ued. We should not be too surprised by this, since our uniqueness proof relied on Green’s
Theorem, which does not apply to a velocity field like (2.18), which is not differentiable
(or even bounded) at the origin. Furthermore, the jump of @ in v as 6 increases from 0
to 27 corresponds to the flux between these two streamlines, according to (2.28). This
agrees with the result that ) is the rate at which the source produces fluid.

Example 2.8 Line source in a uniform flow
The streamfunction corresponding to the flow (2.21) may be found by combining the streamfunc-
tions (2.30) and (2.37) found above, to obtain

Y =Uy+ %9. (2.38)

The streamlines plotted in Figure 2.2 are the contours of this function, which may be written in

the form
[ Q \C-0
"= (27TU> sin@ ’ (2.39)

where different streamlines correspond to different choices of the constant C'.

As our final example, we examine the implications of a radially-symmetric stream-
function, by analogy with (2.3).

Example 2.9 Line vortex
If the streamfunction depends only upon the radial coordinate r, then, as in equation (2.16), it
must take the form

T
w = E log r, (240)

up to the addition of an arbitrary constant. The minus sign in front of the integration constant
I' is included for later convenience. We see that this will give circular streamlines r = constant,
as shown in Figure 2.4. By using (2.35), we find that the velocity field is given by

dv r

Uu=———eyg=—ey. 2.41

ar " 2mr? ( )
Hence the fluid rotates around the origin, with a speed that increases without bound as v — 0.
This flow is called a line vortex, the line in question being the z-axis in three-dimensional space.
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Figure 2.4: Streamlines due to a vortex at the origin.

The constant T is called the vortex strength. We recall that the strength of a source measures
the rate at which it produces fluid. In contrast, we will see that the strength of a vortex corresponds
to the circulation around a contour C' containing the origin, namely

fu-dmz]{(udm—&—vdy).
c c

We make the integral as simple as possible by choosing C' to be the circle r = a, for some constant
radius a, in which case (dz,dy) = egpadf and hence

2m
r
% u~dw:/ —eg-epadd =T. (2.42)
o} 0 2mwa

It is easily shown that the circulation around any other simple closed curve C' containing the
origin is also equal to T'.

If T' is positive, the vortex rotates in an anticlockwise sense, as in Figure 2.4; a negative
value of the circulation corresponds to clockwise rotation.

We recall that the circulation is supposed to be identically zero in an irrotational
flow. However, this result relies on Green’s Theorem, which does not apply to a singular
velocity field such as (2.41). A vortex may be thought of as a source of vorticity in an
otherwise irrotational flow.

2.2 Complex potential

The velocity potential and streamfunction give us the two alternative representations
(2.4) and (2.22) of the velocity. By comparing these expressions, we see that ¢ and ¥
must satisfy the equations

o6 o 9o O

= 9 = 90 (2.43)
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We recognise these as the Cauchy—Riemann equations, which relate the real and imagi-
nary parts of a holomorphic function. Provided ¢ and 1 are continuously differentiable,
we can deduce from (2.43) that

oz, y) + (2, y) = w(z), (2.44)

where w is a holomorphic function of z = x+iy, known as the complex potential. We can
use many of the powerful techniques of complex analysis to determine and manipulate
the complex potential, and this allows us to solve for ¢ and 1 simultaneously.

We recall that the holomorphic function w(z) has a well-defined derivative which is
independent of the direction of differentiation in the complex plane, that is

dw 0 o1
—%(QZH'H/)):Y

T = (¢ +1). (2.45)

0
dy
Hence we find that the velocity components (u,v) may be recovered from w using the
formula

d
di;’ =u—iv. (2.46)
We illustrate the use of w(z) by listing the complex potentials corresponding to each

of the examples introduced in §2.1.

Example 2.10 Uniform flow
The complex potential _
w(z) =Ue "z (2.47)

corresponds to uniform flow at speed U in a direction making an angle o with the x-axis. We
can easily see this by calculating dw/dz and substituting into (2.46).

Example 2.11 Stagnation point flow
The velocity field (u,v) = (x,—y) corresponds to the complex potential

w(z) = —. (2.48)

We can easily see that the real and imaginary parts agree with equations (2.13) and (2.33).

Example 2.12 Line source
A line source of strength Q at the origin is represented by the complex potential

w(z) = % log 2. (2.49)

We note that this is a multifunction, with a branch point at the origin. This is no surprise when
we recall that a line source has a multivalued streamfunction.

It is easy to generalise (2.49) to a source at an arbitrary point, say (a,b), in the
(z,y)-plane. The required complex potential is

w(z) = % log(z — ¢), (2.50)

where ¢ = a+1ib is the complex number corresponding to the point (a, b) in the complex
plane.
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Figure 2.5: (i) Schematic of a source in the half-plane z > 0 bounded by a wall at x = 0.
(ii) The same flow mimicked by inserting an image source.

Example 2.13 Line vortex
A line vortex of strength T’ at the origin is represented by the complex potential

_ir
w(z) = ?log z. (2.51)

This again is a multifunction, and we can infer from (2.51) that the velocity potential is the

multivalued function
r
o= %9' (2.52)

The jump in ¢ that occurs upon a circuit of the origin corresponds to the circulation I'.

A vortex at an arbitrary point (a, b) is represented by the complex potential

T
w(z) = ——log( — ¢), (2.53)
27
where ¢ = a + ib.
These basic flows can all be combined by simply superimposing the corresponding
complex potentials.

2.3 Method of images

2.3.1 Plane boundaries

Now we consider how some of the flows that we have considered so far are modified in
the presence of boundaries. As a first example, suppose fluid occupies the half-space
x > 0 and there is a rigid impermeable wall along the y-axis x = 0. Now we wish to find
the flow caused by a source of strength @ placed in the fluid at the point (d,0), where
d > 0. We have to impose the boundary condition of zero normal velocity through the
wall, that is

u=0 atz=0. (2.54)
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Figure 2.6: The lengths 71, ro, angles 61, 2 and branch cuts in the definition of the
complex potential (2.59).

Alternatively, we could insist that z = 0 be a streamline for the flow, that is
Imw(z) =1 = constant at z = 0. (2.55)

The two boundary conditions (2.54) and (2.55) are equivalent by virtue of (2.22).

The idea of the method of images is to insert a fictitious “image” source at the
point (—d,0) behind the wall. By symmetry we would expect the flows caused by the
two sources to cancel each other out on the symmetry line x = 0, and thereby satisfy
the condition of zero normal velocity there. Of course, we will have introduced a new
singularity, but it is outside the physical region x > 0 in which we are interested.

By superimposing the real and image sources, we obtain the velocity potential

w = % log(z —d) + % log(z + d), (2.56)

and the corresponding velocity components are given by

. dw Qz

In particular, on the z-axis we have z = iy and hence

—Qiy

m, (2.58)

U — iv‘xzo =
so the boundary condition (2.54) of zero normal velocity is indeed satisfied.

To extract the velocity potential and streamfunction from the velocity potential
(2.56), we have to confront the fact that w(z) is a multifunction. We can expand each
log in (2.56) to obtain
iQ

9r (91 + 02) R (259)

w(z) =¢+1ip = %(logn + logrg) +

where the lengths 71, ro and angles 61, 0> are defined as shown in Figure 2.6. There
is a branch cut extending to infinity from each of the branch points z = +d, and it
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Figure 2.7: Streamlines for the flow produced by a source at the point (1,0) with an
impermeable wall at = 0.

is convenient to take them to lie along the z-axis as shown, so that 6; € [0,27) and
0y € (—m,m]. We easily see that 0; + 62 = 7 on the y-axis, and hence the boundary
condition (2.55) is satisfied by the complex potential (2.56).

We can read off from (2.59) the streamfunction for the flow and deduce that the
streamlines are given by 67 + 2 = constant. This may be rearranged to show that the
streamlines are hyperbolae satisfying the equation

x? — 2Bxy —y? = d?, (2.60)

where 5 = cot(2m/Q) is constant. The resulting curves are plotted in Figure 2.7,
with d = 1. Notice that the competition between the real and image sources causes a
stagnation point at the origin.

This idea is easily extended to describe the flow due to a vortex in a half-space. The
only difference is that, to achieve the necessary cancellation, the strength of the image
vortex must be equal and opposite to that of the original vortex, as shown schematically
in Figure 2.8. Thus, the complex potential due to a vortex of strength I' at the point
(d,0) in the half-space x > 0 with an impermeable boundary at x = 0 is

i’ i’
w(z) = —;7 log(z — d) + ;—ﬂ log( + d). (2.61)

We can verify that this satisfies the required boundary condition at x = 0 by calculating

the velocity field, using
dw —il'd
== " 2.62
T TR (22 — d?)’ (2.62)
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Figure 2.8: (i) Schematic of a vortex in the half-plane z > 0 bounded by a wall at = 0.
(ii) The same flow mimicked by inserting an image vortex.

Figure 2.9: Streamlines for the flow produced by a vortex at the point (1,0) with an
impermeable wall at x = 0.
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Figure 2.10: (i) Schematic of a source in the positive quadrant bounded by walls along
the real and imaginary axes. (ii) The same flow mimicked by inserting three image
sources.

which is clearly pure imaginary when z = iy.
The streamfunction for this flow is found from (2.61) to be given by

b = % log <:j> , (2.63)
where 1 and 19 are again defined as in Figure 2.6. Hence the streamlines are curves
on which ry/r; = constant, and it is easily shown that these are circles centred on the
x-axis, as shown in Figure 2.9.

The same ideas are easily extended to describe flow in a quadrant. In Figure 2.10(i),
we show a source at the point representing the complex number ¢ = a+ib (with a,b > 0)
in the Argand diagram, with impermeable boundaries along the real and imaginary axes.
The condition of zero flow across the real axis may be satisfied by inserting an image
source at z = a — ib = ¢, where a bar is used to denote the complex conjugate. Now, to
impose the equivalent boundary condition on the imaginary axis, we need to insert an
image corresponding to each of the sources now present in Rez > 0, at 2 = —a+ib = —¢
and at z = —a — ib = —c respectively. We therefore end up with three image sources
altogther, as shown in Figure 2.10(ii), and the resulting flow, with the required symmetry
in both the real and imaginary axes, is represented by the complex potential

Q

w=—1log(z—c)+ Qlog(z—i—c) + Qlog(z—é) + Qlog(z—l—é). (2.64)
27 27 2 27

An analogous approach works for a vortex in a quadrant, provided the signs of the
images are adjusted as shown in Figure 2.11. The resulting complex potential is
il

w:—g

il’ il’ i’
log(z —¢) — ﬂlog(z+c) + %log(z—é) + %log(z+é). (2.65)

In principle, the method of images may be extended to several other domains with
straight boundaries. However, an infinite number of images will often be required to
achieve symmetry in every boundary.
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Figure 2.11: (i) Schematic of a vortex in the positive quadrant bounded by walls along
the real and imaginary axes. (ii) The same flow mimicked by inserting three image
vortices.
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Figure 2.12: (i) Schematic of a source in the strip bounded by walls along the lines
Imz = 4a. (ii) The same flow mimicked by inserting an infinite system of image
sources.
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Example 2.14 A source in a strip

Fluid occupies the region —a < y < a between two rigid boundaries at y = +a. We will use the
method of images to find the flow caused by a source placed in the fluid at the origin (z,y) = (0,0),
as shown in Figure 2.11(i).

At first glance, we can take care of the walls by inserting image sources at z = +2ai. However,
then we realise that the image at (say) z = 2ai needs its own image in the wall Im z = —ai, and
we are therefore forced to include another image at z = —4ai. By continuing this argument, we
find that an infinite system of image sources along the imaginary axis is needed, at the points
z = 2nai for all integers n, as shown in Figure 2.11(ii).

The resulting velocity potential is apparently

w(z) = —— lim Z log(z — 2nai), (2.66)

although it is far from clear that this series converges! However, we can use it to calculate the
velocity components, namely

dw
iy — — — . 2.
- dz  2r¢ { Z 22 + 4n2a2 } (2.67)

This series does converge, and may be evaluated using the identity

= 1 1 mcoth(bnm)
—_— =+ ——. 2.68
; n2 + b2 2b? + 2b (2.68)
We therefore find that
Q Tz
—iv =% coth (22). 2.
u—iv = ™ cot 50 (2.69)
On the upper wall, where z = ia + x, we therefore find that
Q (wx)
u—iv= 1 tanh 9, ) (2.70)

so the boundary condition v =0 on y = a is indeed satisfied.

Example 2.14 illustrates that in more complicated domains, although the method
of images may work in principle, it is often unweildy in practice. As we will see, a far
neater approach in such cases is to use conformal mapping. However, another example
where the image system may be found relatively easily is where the boundary is a circle.

2.3.2 The Circle Theorem

Theorem 2.1 Milne-Thomson’s Circle Theorem
Suppose a velocity potential w(z) = f(z) is given such that any singularities in f(z)
occur in |z| > a. Then the potential

w(z) = f(z )+f(aj> (2.71)

(where the bar again denotes complex conjugate) has
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(i) (ii)

Figure 2.13: (i) Uniform flow in the z-direction. (ii) Uniform flow past a circular cylinder.

1. the same singularities as f(z) in |z| > a;

2. the circle |z| = a as a streamline.

Proof To prove part 1, we note that, if |z| > a, then ‘az/E’ < a. Since f(z) is assumed
to have no singularities in |z| < a, it follows that the second term in (2.71) has no
singularities in |z| > @ and the result follows.

For part 2, note that, when |z| = a, we have z = a?/z and hence

(2|, = (=) + F ) = 2Re(f(2).

The right-hand side is evidently real, and it follows that Imw(z) = ¢ = 0 on |z| = a,
and the circle |z| = a is therefore a streamline. |

This theorem allows us to find the resulting flow when a circular cylinder is placed
in a background flow with complex potential f(z).

Example 2.15 Uniform flow past a circular cylinder
Our starting point is uniform flow at speed U in the x-direction, as shown in Figure 2.13(i), with
complez potential w(z) = Uz. If we insert an impermeable circular obstacle, at |z| = a say, then
the flow will be disturbed as illustrated in Figure 2.13(ii). Our task is to calculate the disturbed
flow.

Note that f(z) = Uz has a pole at infinity but is holomorphic in the disc |z| < a and
thus satisfies the hypotheses of the Circle Theorem. We can therefore obtain the solution by
substituting f(z) = Uz into equation (2.71):

Ua? Ua?
w(z) =Uz+ 7a =Uz+ ?a. (2.72)
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Figure 2.14: Streamlines caused by a doublet in a uniform flow.

The streamfunction is just the imaginary part of this function, namely

2
Y ="Uy <1—$26_LHJ2>7 (2.73)

2

and we see that the circle x? +y?> = a® is indeed a streamline, with 1 = 0. The resulting flow

(with a = 1) is shown in Figure 2.13(ii).

The Circle Theorem may be viewed as an extension of the method of images to
circular boundaries. In Example 2.15, we see that application of the Circle Theorem
results in a singularity being inserted inside the cylinder. The flow due to the “image”
singularity then repels the uniform flow, such that the circle |z| = a ends up being a
streamline. In this case, the required singularity turns out to be a so-called doublet, with
complex potential w(z) = Ua?/z. The singularity at the origin is inside the obstacle and
thus does not adversely affect the external flow. The full streamline pattern, including
the doublet inside the cylinder, is shown in Figure 2.14.

The Circle Theorem allows us to construct a velocity potential that shares the same
singularities with the given external flow f(z) and has the circle |z| = a as a streamline.
However, it does not guarantee that the resulting potential is unique. Consider the flow
due to a wvortez, as illustrated in Figure 2.4. This is a velocity field that has |z| = a
as a streamline, has no singularities in |z| > a and decays to zero as |z| — co. Hence,
we could superimpose the flow due to a vortex at the origin onto any flow outside a
circular cylinder, without introducing any further singularities in the fluid or disturbing
the streamline at |z| = a. The most general flow produced by a inserting a circular
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(Ho<y<1 (i) y = 1 (iii) v > 1

Figure 2.15: Streamlines for uniform flow at speed U flow past a cylinder pf radius a
with with circulation I'. (i) 0 <~y < 1; (ii) v = 1; (iii) v > 1, where v =T'/4nUa.

cylinder into an external flow w(z) = f(z) is thus

a? il
w@%=ﬂ@+f(>—l%a (2.74)
Z s
where I' is arbitrary, and represents the circulation about the cylinder.

Example 2.16 Uniform flow past a circular cylinder with circulation
If we incorporate circulation in the complex potential (2.72) corresponding to uniform flow past
a circular cylinder, we obtain
Ua? il
w(z)=Uz+ -4 = log z. (2.75)
z 27
We can read off the streamfunction from the imaginary part of this function, namely

a2

=Uy(l-——
(4 y( 214

) - e (e 7). (276)

Hence the circle 2% + y? = a? is still a streamline, with ¢ = —(T'/27) log a.
Any stagnation points in the flow satisfy
d Ua? il’
S (2.77)

dz 22 2rz’

which can be rearranged to the quadratic equation

O=u—1iv

2% — 2iyaz —a® =0, (2.78)
where for convenience we introduce the shorthand

_ I
" 4xUa’

g (2.79)

The roots of equation (2.78) are given by

N (2.80)
a
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p\
dz
/7

b

Rez

Figure 2.16: Schematic of an obstacle B, with boundary 0B, subject to a pressure p.

When v = 0, there is no circulation and the flow is as illustrated in Figure 2.13(ii), with
stagnation points at z = fta. As ~y increases, the anticlockwise circulation causes the stagnation
points to move upwards around the cylinder, as shown in Figure 2.15(i). When v reaches the
value 1, the two stagnation points coalesce at the top of the cylinder z = ia, as shown in Fig-
ure 2.15(ii). Ify > 1, then one stagnation point moves into the flow, as shown in Figure 2.15(iii);
the other one is inside the cylinder. Now there is a region of fluid, bounded by the separatriz
through the stagnation point, that simply rotates around the cylinder, and is completely cut off
from the external flow.

2.4 Blasius’ Theorem

Suppose we know the velocity potential w(z) corresponding to flow past a given obstacle
B, and we wish to determine the force exerted on the obstacle by the fluid flowing past.
We will show how to achieve this for an arbitrarily-shaped obstacle. Although so far we
have learnt how to determine w(z) only when B is circular, we will find that the Circle
Theorem may be generalised to other shapes by using conformal mapping.

Lemma 2.2 Suppose fluid flows steadily past an obstacle B with simple closed boundary
O0B. If gravity is neglected, the net force (Fy, Fy) exerted on B by the fluid (per unit
length out of the plane) is given by

2

dwl” s, (2.81)

dz

F,+iF, = -2?
2 JoB

Proof We recall that the pressure is assumed to act in the inward normal direction, so
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the net force experienced by the body B is given by

(Fp, Fy) = %93 —pnds = 723 p(—dy, dz). (2.82)

We translate the components (F;, Fyy) of F into a complex scalar by writing

F, +1iF, —jq{ p(—dy + idx) —j{ pidz, (2.83)
0B 0B

where dz = dx + idy. The directions of dz and idz are illustrated in Figure 2.16.

To evaluate the pressure from the complex potential, we turn to Bernoulli’s Theorem.
Restricting our attention to steady flow and neglecting gravity, we substitute the velocity
components from (2.46) into (2.9) to obtain

2
, (2.84)

where P is a constant reference pressure. Equation (2.81) follows from substitution of
(2.84) into (2.83); the constant term P in the pressure integrates to zero by Cauchy’s
Theorem. |}

Although equation (2.81) gives us formulae for the force components, it is very
inconvenient to use it as it stands. The modulus signs mean that the integrand in (2.81)
will in general be holomorphic nowhere. Hence, none of the standard tools of complex
analysis is any use in evaluating the right-hand side of (2.81). Fortunately, there is a
neat trick that eliminates the modulus signs in (2.81) and thus transforms the integrand
into a meromorphic function.

Theorem 2.3 Blasius’ Theorem
Suppose fluid flows steadily past an obstacle B with simple closed boundary 0B. If gravity
is neglected, the net force (Fy, F,) exerted on B by the fluid is given by

. 2
. ip dw

Fp—iF, = — — : 2.
s 2£B<dz) 4 (289)

Proof By taking the complex conjugate of (2.81), we obtain

@-@:?%
0B

where dz = dz — idy. By factorising the integrand in the form

2

e (2.86)

dz

' aw dw
T dz dz’

dw

< (2.87)

we can rewrite (2.86) as

i dw dw i d
&—@—mfww@szwm. (2.88)
o]
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Now we recall that 0B is supposed to be a streamline for the flow. Hence ¢ = Imw is
constant on 0B and it follows that dw = dw on 0B. We therefore obtain

F—iF, =+ ¢ —dw, (2.89)

and equation (2.85) follows. |}
(For an alternative proof of Blasius’ Theorem, see Acheson, section 4.10.)

Example 2.17 Uniform flow past a circular cylinder
We illustrate the use of Blasius’ Theorem for the flow considered in Example 2.15. Substituting
the velocity potential (2.72), into equation (2.85), we find the force components

. 2 2
F, —iF, = g’y{l <U - U“) dz. (2.90)

This integral is easily evaluated using Cauchy’s Residue Theorem. There is just one pole, of
order 4, at the origin. However, the Laurent expansion of the integrand, namely

U?a*  2Ua?
z4 22

+U?
has no term of order 1/z, and the residue of the pole is therefore zero.

Example 2.17 shows that the net force exerted on a circular cylinder by a uniform
flow is zero! This counter-intuitive result is known as D’Alembert’s Paradozx. In practice,
we would certainly expect a cylinder subject to a uniform flow to experience a nonzero
force. The discrepancy between the theoretical prediction and experimental reality is
now known to be due to our neglect of viscous effects.

Example 2.18 Uniform flow past a circular cylinder with circulation
Next we apply Blasius’ Theorem to the flow considered in Example 2.16, with circulation in-
cluded. Substituting the velocity potential (2.75), into equation (2.85), we find the force compo-

nents )
. ip Ua? i’
Fz — le = 5 %Z_a (U — 7 — 27_[_2) dz. (291)

Again, there is just one pole, of order 4, at the origin. When we expand out the integrand, we
easily find that the coefficient of 1/z is —iUT /7w, and we therefore deduce from Cauchy’s Residue
Theorem that

F, —iF, =ipUT. (2.92)
Hence the so-called drag force F,., parallel to the flow, is zero, while the lift force, transverse to

the flow, is given by
Fy = —pUT. (2.93)

We can interpret the lift formula (2.93) as follows. If I is positive (as in Figure 2.15),
then the circulation opposes the uniform flow above the cylinder and reinforces it below.
Hence the average speed along the bottom of the cylinder will be higher than that along
the top. Bernoulli’s Theorem tells us that higher speed is associated with lower pressure,
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and the cylinder therefore experiences a net downwards force. On the other hand, if I’
is negative, then the circulation is in the clockwise sense and the cylinder experiences
an upwards force.

It may be shown that equation (2.93) applies to uniform flow past any obstacle,
whether or not it is circular.

Theorem 2.4 Kutta—Joukowski Lift Theorem

Consider steady uniform flow at speed U past an obstacle B, where there is a circulation
I’ about B but there are no singularities in the flow. Then the obstacle experiences a
drag force D parallel to the flow and lift force L perpendicular to the flow given by

D=0, L=—pUT. (2.94)

Proof Since there are assumed to be no singularities in the flow, dw/dz must be holo-
morphic outside B and must therefore have a Laurent expansion of the form

dw NUe_iO‘+bl+O<1> as z — 00. (2.95)
dz z 22

The first term in (2.95) corresponds to the imposed uniform flow at infinity, which we
allow to approach at an arbitrary inclination « to the z-axis.

We recall from Blasius’ Theorem that the components of the force on B are given
by (2.85). Since there are no singularities in the flow, we can use Cauchy’s Theorem
to deform the contour of integration from 9B to a large circle C of radius R, as shown
schematically in Figure 2.17(i):

Fominy =2 (G) gt f (e (2.96)
v Yy = 2 OB dz s 2 C dz = '
We parametrise C using z = Re'? and use (2.95) to obtain
o2 —if 2
) ip Lo, bie 1 . 0
F, —iF, = 2/0 {Ue + 7 +0 (RQ>} iRe" db, (2.97)

and, letting R — oo, we find that
F, —iF, = —2mpbiUe . (2.98)

The drag and lift forces are defined to be the components parallel and perpendicular
to the flow, as shown in Figure 2.17(ii). Simple trigonometry tells as that they are
related to F, and F), by

D +iL = (F, +iF,)e ™, (2.99)

and we deduce from (2.98) that

D —iL = —2mwpb U. (2.100)
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(i) Im 2z (ii)

Rez

Figure 2.17: (i) Schematic showing deformation of the boundary 0B of an obstacle B
being deformed to a large circular contour of radius R. (ii) The relations between the
drag and lift forces and the components F, and F,.

To evaluate the constant b, we note that

jé —dz = / {Ue_io‘ + b“;_ +0 (R?) } iRe'® 0 = 27ib; . (2.101)

On the other hand, the real and imaginary parts of the left-hand side give us

jl{ B P —jl{ u—iv) (dz+idy) = ﬁ(udx—kvdy)-f—ij[ (udy—vdz) =T+iQ, (2.102)

C

where I' is the circulation around C, while @ is the fluz through C. (These are equal to
the jumps in the values of ¢ and 1 respectively as the closed circuit C' is traced.) The
flux must be zero, as there are not supposed to be any sources or sinks in the flow, and
we deduce from (2.101) and (2.102) that

ir’
b= ——. (2.103)
27
Hence equation (2.100) becomes
D —iL =ipUT, (2.104)

and the result (2.94) follows. |}

2.5 Background material

2.5.1 Integral theorems

Green’s Theorem Let the functions P(z,y) and Q(z,y) be continuously differen-
tiable in the region D bounded by the simple closed curve 0D (traversed in the anti-
clockwise sense) with outward unit normal n. Then the Divergence Theorem restricted
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to two dimensions tells us that
/ V- (P,Q)dxdy = f (P,Q) -nds, (2.105)
D 8D

which may be rewritten as

// <6P + 8Q> dody = ng(de - Qdx). (2.106)

Fundamental Theorem of Calculus for line integrals For any continuously dif-
ferentiable scalar function ¢(z,y), we have

/w dz /( 99 4o +az y> 6(b) — ¢(a) (2.107)

where C' is a smooth path joining the two points with position vectors = a and © = b.
2.5.2 Plane polar coordinates
Definition (r,6) are related to (x,y) by
x =rcosb, y = rsinf. (2.108)
The corresponding unit basis vectors are
e, =1cosf+ jsiné, eg = —isinf + jcosb, (2.109)

in terms of the usual Cartesian basis vectors {¢,j}.

Grad, div and curl Given a two-dimensional scalar field ¢(r,6) and a vector field
u(r,0) = u,(r,0)e, + up(r,0)ey, we have

8¢ 1 a¢

Vo="le o Sle (2.110)
Vou= iaar (ruy) + 1%1;9 (2.111)

Vi = ng+igf+:222£, (2.112)

V xu= (71“887“ (rug) — i%) k, (2.113)

V x (0k) = igﬁer - ?;fe@, (2.114)

where k =4 X j = e, X ey is a unit vector perpendicular to the (x,y)-plane.
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2.5.3 Complex analysis

Standard notation Given a complex number z = = + iy, we define:

e Rez = z, the real part of z;
e Im z = y, the imaginary part of z;

e Z = x — iy, the complex conjugate of z;

e |z| = /22 + y?, the modulus of z.

Note that the complex conjugate commutes with all standard mathematical operations,
that is

21 + 20 = Z1 + Z3, Z1%23 = 71 22, e* = e”, (2.115)

and so forth.

Derivatives and holomorphic functions A function f(z) is holomorphic (or ana-
lytic) if it has a well-defined derivative

df . flz+h) = f(z)

— =1 2.116

dz koo I (2.116)
which is independent of the direction in which the complex variable h approaches zero.

Any holomorphic function has

e derivatives of all orders, and

e a power series expansion, with positive radius of convergence.

A complex-valued function may be decomposed into its real and imaginary parts,
ie. f(z) = ¢(x,y) +ivv(x,y). Then f(z) is holomorphic if and only if the first partial
derivatives of ¢ and 1 are continuous and satisfy the Cauchy—Riemann equations

9p _ 0 op _ 0

52 = By 5 e (2.117)

Laurent expansions If a function f(z) is holomorphic on an annulus, say 6 < |z — a| < R,
then it has a convergent Laurent expansion

oo
)= bulz—a)™ (2.118)
n=-—oo
The singularity at z = a is
1. remowable if b, = 0 for all n < 0;
2. a pole of order N if b_n # 0 but b, = 0 for all n < —N;
3. an essential singularity if there does not exist an N such that b, = 0 for all
n < —N.

In case 2, the residue Res (f(z);a) of the pole is the coefficient b_; of (z —a)~! in the
Laurent expansion about z = a.



Part A Fluid Dynamics & Waves Draft date: 21 January 2014 2-27

Multifunctions Functions such as log z and z® for non-integer @ cannot be defined
both uniquely and continuously when z is complex. For example,

log z = logr + 16, (2.119)

where (r,6) are the usual plane polar coordinates, also known as the modulus and argu-
ment of z. To define log z uniquely, we have to choose a branch of 8. For example, if we
choose 6 to lie in the range 6 € [0, 27), then log z is uniquely defined, but discontinuous
across the branch cut at 0 = 0, i.e. along the postive real axis.
By writing
2% = reel? (2.120)

we can also define z% uniquely once we have chosen a branch for 6.
For more complicated multifunctions, see Priestley Chapter 9.

Contour integrals A closed curve C in the complex plane may be parametrised as
z = 7(7), where the real parameter 7 lies in some interval 7 € [0,¢] and v(0) = v(c).
Then we define the contour integral of f(z) around C' as

_ [ dy
?écf(z)dz ._/0 f('y(T))EdT. (2.121)

Cauchy’s Theorem If f(z) is holomorphic inside and on the simple close curve C,
then

7{ f(z)dz=0. (2.122)
C

Deformation Theorem Suppose that the contour C lies inside the contour C, and
that the function f(z) is holomorphic on C, on C and on the region contained between
them. Then the contour C' may be deformed onto C' without changing the contour
integral of f(z):

740 f(z)dz = 740 () dz. (2.123)

Cauchy’s Residue Theorem Suppose f(z) is holomorphic on and inside a contour
C, except for a finite number of poles at the points aq, ..., a, inside C. Then the contour
integral of f(z) around C' is equal to 27i times the sum of the residues of all the poles
inside C, i.e.

j{ f(z)dz = QWiZ Res (f(2);ax) . (2.124)
¢ k=1



