
Hypothesis testing and confidence intervals

For the maize data:

I the 95% (equal tail) confidence interval for µX − µY is (3.34, 38.53)
(see Sheet 2, Question 5)

I when testing µx = µY against µx 6= µY , the p-value is 0.021.

So, observe that

(i) the p-value less than 0.05

(ii) the 95% confidence interval does not contain 0 (= the value of
µX − µY under H0).

(i) and (ii) both being true is not a coincidence – there is a connection
between hypothesis tests and confidence intervals.

















































Insect traps

33 insect traps were set out across sand dunes and the numbers of
insects caught in a fixed time were counted (Gilchrist, 1984). The
number of traps containing various numbers of the taxa Staphylinoidea
were as follows.

Count 0 1 2 3 4 5 6 > 7
Frequency 10 9 5 5 1 2 1 0

Suppose X1, . . . ,X33
iid∼ Poisson(λ).

Consider testing H0 : λ = 1 against H1 : λ = λ1, where λ1 > 1.

The NP lemma leads to a test of the form

reject H0 ⇐⇒
∑

xi > c .



If the test has size α, then α = P(
∑

Xi > c |H0).

Under H0, we have
∑

Xi ∼ Poisson(33) exactly. However, instead of
using this we can use a normal approximation:

α = P

(∑
Xi − 33√

33
>

c − 33√
33

∣∣∣∣H0

)

and, by the CLT, if H0 is true then
∑

Xi−33√
33

D
≈ N(0, 1), so

α ≈ 1− Φ

(
c − 33√

33

)
.

Hence c−33√
33
≈ zα, so c ≈ 33 + zα

√
33.



So we have a critical region

C = {x :
∑

xi > 33 + zα
√

33}.

Note that C does not depend on which value of λ1 > 1 we are
considering, so we actually have a UMP test of λ = 1 against λ > 1.

If α = 0.01 then c ≈ 47; if α = 0.001 then c ≈ 51.

The observed value of
∑

xi is 54.

So in both cases the observed value of 54 is > c , so in both cases we’d
reject H0.



An alternative way of thinking about this is to calculate the p-value:

p = P(we observe a value at least as extreme as 54 |H0)

= P(
∑

Xi > 54 |H0)

≈ 0.0005

which is very strong evidence for rejecting H0.

Note that a test of size α rejects H0 if and only if α > p. That is, the
p-value is the smallest value of α for which H0 would be rejected. (This
is true generally, not just in this particular example.)

In practice, no-one tells us a value of α, we have to judge the situation
for ourselves. Our conclusion here is that there is very strong evidence for
rejecting H0.



























Hardy–Weinberg equilibrium

In a sample from the Chinese population of Hong Kong, blood types
occurred with the following frequencies (Rice, 1995):

Blood type

M MN N Total

Frequency 342 500 187 1029

If gene frequencies are in Hardy–Weinberg equilibrium, then the
probability of an individual having blood type M, MN, or N should be

P(M) = (1− θ)2

P(MN) = 2θ(1− θ)

P(N) = θ2.
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The observed frequencies are (n1, n2, n3) = (342, 500, 187), with total
n = n1 + n2 + n3 = 1029.

The likelihood is

L(θ) ∝ [(1− θ)2]n1 × [θ(1− θ)]n2 × [θ2]n3

so the log-likelihood is

`(θ) = (2n1 + n2) log(1− θ) + (n2 + 2n3) log θ + constant

from which we obtain

θ̂ =
n2 + 2n3

2n
= 0.425.



So π1(θ̂) = (1− θ̂)2, π2(θ̂) = 2θ̂(1− θ̂), π3(θ̂) = θ̂2 and

Λ = 2
∑
i

ni log

(
ni

nπi (θ̂)

)
= 0.032.

We compare Λ to a χ2
p where p = dim Θ− dim Θ0 = (3− 1)− 1 = 1.

The value Λ = 0.032 is much less than E (χ2
1) = 1. The p-value is

P(χ2
1 > 0.032) = 0.86, so there is no reason to doubt the

Hardy–Weinberg model.

Pearson’s chi-squared statistic leads to the same conclusion

P =
∑ [ni − nπi (θ̂)]2

nπi (θ̂)
= 0.0319.



Insect counts (Bliss and Fisher, 1953)

[Example from Rice (1995).] From each of 6 apple trees in an orchard
that had been sprayed, 25 leaves were selected. On each of the leaves,
the number of adult female red mites was counted.

Number per leaf 0 1 2 3 4 5 6 7 8+
Observed frequency 70 38 17 10 9 3 2 1 0

Does a Poisson(θ) model fit these data?

As usual for a Poisson, θ̂ = x = 1.147, and

πi (θ̂) = θ̂ie−θ̂/i !, i = 0, 1, . . . , 7

π8(θ̂) = 1−
7∑

i=0

πi (θ̂).

The expected frequency in cell i is nπi (θ̂).



Some expected frequencies are very small:

# per leaf 0 1 2 3 4 5 6 7 8+
Observed 70 38 17 10 9 3 2 1 0
Expected 47.7 54.6 31.3 12.0 3.4 0.8 0.2 0.02 0.004

The χ2 approximation for the distribution of Λ applies when there are
large counts.

The usual rule-of-thumb is that the χ2 approximation is good when the
expected frequency in each cell is at least 5.

To ensure this, we should pool some cells before calculating Λ or P.



After pooling cells > 3:

# per leaf 0 1 2 > 3
Observed 70 38 17 25
Expected 47.7 54.6 31.3 16.4

Then Λ = 2
∑

Oi log
(
Oi

Ei

)
= 26.60, and P =

∑
(Oi − Ei )

2/Ei = 26.65.

These are to be compared with a χ2 with (4− 1)− 1 = 2 degrees of
freedom.

The p-value is p = P(χ2
2 > 26.6) ≈ 10−6, so there is clear evidence that

a Poisson model is not suitable.





Hair and Eye Colour

The hair and eye colour of 592 statistics students at the University of
Delaware were recorded (Snee, 1974) – dataset HairEyeColor in R.

Eye colour

Hair colour Brown Blue Hazel Green

Black 68 20 15 5
Brown 119 84 54 29
Red 26 17 14 14
Blond 7 94 10 16

Are hair colour and eye colour independent?
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Relation between hair and eye colour

Eye

H
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Λ = 2
r∑

i=1

c∑
j=1

nij log

(
nijn

ni+n+j

)
= 146.4

dimH1 = 16− 1 = 15

dimH0 = (4− 1) + (4− 1) = 6

Hence we compare Λ to a χ2
p where p = 15− 6 = 9.

The p-value is P(χ2
9 > 146.4) ≈ 0.

So there is overwhelming evidence of an association between hair colour
and eye colour (i.e. overwhelming evidence that they are not
independent).

[Pearson’s chi-squared statistic is P = 138.3.]
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