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Backpropogation: weight initialisation (Glorot et al.’ 10)
Observed vanishing gradient

Vanishing/exploding gradients was considered by Xavier Glorot and
Yoshua Bengio (2010), using the same model assumptions as
Pennington, h(`) being approximately N (0, σ2

` ) and:

“Our objective heres is to understand why standard gradient descent

from random initialization is doing so poorly with deep neural networks....

we study how activations and gradients vary across layers and during

training, with the idea that training may be more difficult when the

singular values of the Jacobian associated with each layer are far from 1.”

http://proceedings.mlr.press/v9/glorot10a.html
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Backpropogation: weight initialization (Glorot et al.’ 10)
Variance normalization; precursor to Pennington with σb = 0

Glorot initialization follows from seeking the variance of both the
backpropogation gradient and forward activations to maintain the
same variance per layer: for W (`) ∈ Rn×n need σ2w = 1/3n.

http://proceedings.mlr.press/v9/glorot10a.html
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Batch normalization (Ioffe et al. 15’)
Bulk normalization hyperparameters

Alternatively, bulk weight and bias normalizations, γ, and β, can
be learned as part of the net parameters θ.

https://arxiv.org/pdf/1502.03167.pdf
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Batch normalization experiment (Ioffe et al. 15’)
Improved initial convergence rates

https://arxiv.org/pdf/1502.03167.pdf

Improving the DNN loss landscape 5

https://arxiv.org/pdf/1502.03167.pdf


Convexifying CNN parameters pt. 1 (Zhang et al. 16’)
The CNN structure has further non-convexity

Consider a two layer convolutional neural network composed of one
convolutional layer followed by a fully connected layer.
Rather than working with x directly, form P vectors zp(x) for
p = 1, . . . ,P where zp(x) is the portion of x on patch p of the
convolutional layer. Then the kth component of H(x , θ) is given by

H(x , θ)k =
r∑

j=1

p∑
p=1

αk,j ,pσ(wT
j zp(x)).

Alternatively if we exclude the nonlinearity we can express this by:
r∑

j=1

p∑
p=1

αk,j ,pσ(wT
j zp(x)) =

r∑
j=1

Z (x)wj

where Z (x) has zp(x) as its pth row.
https://arxiv.org/pdf/1609.01000.pdf
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Convexifying CNN parameters pt. 2 (Zhang et al. 16’)
Low-rank non-convexity of CNNs

Using the trace formula this can be further condensed to

H(x , θ)k = tr

Z (x)

 r∑
j=1

wjα
T
k,j

 = tr (Z (x)Ak)

The network parameters are given by Ak nonlinearity is imposed by
the Ak having rank r , and we can express all of the parameters of
the matrix by A which is similarly rank r .
https://arxiv.org/pdf/1609.01000.pdf
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Convexifying CNN parameters pt. 3 (Zhang et al. 16’)
Convex relaxations are commonly used regularisers

One can impose the network structure through A, but remove the
non-convex rank constraint by replacing a convexification, that is
the sum of the singular values of A (Schatten-1, or nuclear, norm).

If the convolutional filters and fully connected rows are uniformly
bounded in `2 by B1 and B2 respectively, then one can replace
then the sum of the singular values of A are bounded by B1B2r

√
n

where n is the network output dimension, the network parameters
can be considered by varying the nuclear norm bound between 0
and B1B2r

√
n.

The resulting learning programme is fully convex and can be
efficiently solved. The above can be extended to nonlinear
activations and multiple layers, learning one layer at a time.
https://arxiv.org/pdf/1609.01000.pdf
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Convexified CNN: MNIST (Zhang et al. 16’)
Improved accuracy for shallow nets

https://arxiv.org/pdf/1609.01000.pdf
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Convexified CNN: CIFAR10 (Zhang et al. 16’)
Monotonically decreasing training objective

https://arxiv.org/pdf/1609.01000.pdf
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