QR factorisation
For any A € C™*™, 3 factorisation

Q € R™*™: orthonormal, R € R™*™: upper triangular

» Many algorithms available: Gram-Schmidt, Householder, CholeskyQR, ...

» various applications: least-squares, orthogonalisation, computing SVD, manifold
retraction...

» With Householder, pivoting A = QRP not needed for numerical stability

> but pivoting gives rank-revealing QR (nonexaminable)



QR via Gram-Schmidt

Gram-Schmidt: Given A = [a1,a2,...,a,] € R™*™ (assume full rank rank(A) = n),
find orthonormal [q1, ..., qy] s.t. span(qi,...,q,) =span(ai,...,a,)
G-S process: g1 = paly, then G = as — qigf @z, &2 = 2y,
. - i1 G
repeat for j = 3,...,n: §; = a; — Y11 Giql aj, ¢j = ||qj—||'
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Gram-Schmidt: Given A = [a1,a2,...,a,] € R™*™ (assume full rank rank(A) = n),
find orthonormal [q1, ..., qy] s.t. span(qi,...,q,) =span(ai,...,a,)
G-S process: q; = ||31H' then Go = as — Ch‘]?a% q2 = ||§2‘|v
. - i1 G
repeat for j =3,...,n: ¢ =a; — >)_; qiqiTaj, qj = ”gﬁ.

This gives QR! Let Tij = q?aj (’L 7'5 ]) and rij = ||aj — Eg;ll Tijqu,

a1
q = 7'7
. air = Triiqi
g = 2720 o o lalzlo
’ 722 a2 = T12q1 + 12242
i—1
g = %~ Dim1 T a; = r1jq1 + Tojge + -+ 74505
;=

Tjj

» But this isn't the recommended way to do QR; numerically unstable



Householder reflectors
H=1-2w",

» H orthogonal and
symmetric: H'H=H?=1,
eigvals 1 (n — 1 copies) and
—1 (1 copy)

» For any given u,w € R" s.t.
Jull = [lw[| and w # v,
H =TI —2vvT with
v = 2=t gives Hu = w
flw—ul]
(& u = Huw, thus 'reflector’)

» We'll use this mostly for
w = [,0,0,...,0T
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Householder reflectors for QR

Householder reflectors:

H=1-2w",

satisfies Hx = [||z|],0,...,0]"

z — ||zl2e

 lz = llzllzell2”

e=[1,0,...



Householder reflectors for QR

Householder reflectors:

z — ||zl2e

H=1-2w", V= ———— e=[1,0,...

Al = [lwllzell2’

satisfies Hx = [||z|],0,...,0]"

lax]l2

0
= To do QR, find H; s.t. Hia1 =

0
repeat to get H,, --- HoH1A = R upper triangular, then
A=(H;---H,1H,)R=QR



Householder QR factorisation, diagram

* ok k%
* ok k%
A= |+ x x =x
* ok k%
* ok k%

Apply sequence of Householder reflectors

* ok ok %

HlA = (I—2U1’U{)A = koook o k) H2H1A = (I—2U2’L)§)H1A =
* ok ok

* ok ok * ok

HsHyH1 A = I H, --HsHyH A= *
*

~

Note v, = [0,0,...,0,%,%,...,%]
——
k—10's

* ¥ * %

* X X X ¥

* ¥ ¥ X ¥



Householder QR factorisation

H,---HyH A =

*
* ¥ ¥ %
I
1
©
| S

‘g =:Qp []ﬂ (full QR; QF is square orthogonal)

Writing Qr = [Q Q1] where Q € R™*" orthonormal, A = QR ("thin’ QR or just QR)

@A:(HITMH,?_IH,?)[

Properties

» Cost %n:" flops with Householder-QR (twice that of LU)
» Unconditionally backward stable: QR = A+ AA, |QTQ — I||s = € (next lec)
» Constructive proof for A = QR existence
» To solve Az = b, solve Rz = Q7'b via triangle solve.
— Excellent method, but twice slower than LU (so rarely used)



Givens rotation
G:[c S], A+s2=1
—S C

Designed to 'zero’ one element at a time. E.g. QR for upper Hessenberg matrix

* k k k% ko ok ok k% * ok ok kX
* ok ko ok ok * ok ok ok ko ok o ok ok
A= xook ok k| GIA: kox ok ok ,GQGIA: k ok %
* k% * k% kook ok
* ok L * ok * ok

* ok ok %k x] k  ok ok ok Xk

* ok ok ok * ok ok ok

G3GoG1 A = x x|, G4G3GoG1A = x x| = R
* ok * ok
* % *

& A=GTGTGTGT R is the QR factorisation.

» G acts locally on two rows (two columns if right-multiplied)
» Non-neighboring rows/cols allowed



| east-squares problem
Given A e R™*" m >n and b € R™, find x € R" s.t.

min A —
X

» More data than degrees of freedom

» 'Overdetermined’ linear system; Ax = b usually impossible

» Thus minimise ||Az — b||; usually ||Axz — b||2 but sometimes e.g. || Az — b||; of
interest (we focus on || Az — b]|2)

» Assume full rank rank(A) = n; this makes solution unique



| east-squares problem via QR

min, ||Az — b||2, AeR™ " m>n



| east-squares problem via QR
ming ||Azx — b2, AeR™" m>n
Let A=[Q Q.][E] =Qr[E] be 'full' QR factorization. Then

QTb]

R
|4z ~ blls = | QF(Az — D)2 = H M = [be

2

so x = R7'QTb is the solution. This also gives algorithm:
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| east-squares problem via QR

ming ||Azx — b2, AeR™" m>n
Let A=[Q Q.][E] =Qr[E] be 'full' QR factorization. Then

Q"b
QTb

4z b2 = |@F(Az - B)]2 = H m v [
2

so x = R7'QTb is the solution. This also gives algorithm:

1. Compute thin QR factorization A = QR
2. Solve linear system Rx = Q7'b.

» This is backward stable: computed # solution for min, [|[(A + AA)x + (b+ Ab)||2

(see Higham's book Ch.20)
» Unlike square system Ax = b, one really needs QR: LU won't do the job



Normal equation: Cholesky-based least-squares solver
min, ||Az — b||2, AeR™ " m>n

z = R7'Q7b is the solution < x solution for n x n normal equation

(AT A)z = ATb

> AT A = 0 (always) and AT A = 0 if rank(A) = n; then PD linear system; use
Cholesky to solve.

» Fast! but NOT backward stable; ka(AT A) = (k2(A))? where ko(A) = Z:?:((ﬁ))
condition number (next lecture)



Application: regression /function approximation
Given function f:[—1,1] — R,
Consider approximating via polynomial f(z) ~ p(z) = >, ciz'.
Very common technique: Regression

1. Sample f at points {z;}I";, and
2. Find coefficients ¢ defined by Vandermonde system Ac =~ f,

I W f(z1)
1 zZ9 s Zg ) f(Zz)
1 Zm e Z;’Ln Cn f(Zm)

» Numerous applications, e.g. in statistics, numerical analysis, approximation

theory, data analysis!



