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Two identities

In the previous lectures, we proved that

rk,s(N) = Sk,s(N)Ns/k−1 + o(Ns/k−1), s ≥ 100k .

In this lecture, we will prove

Theorem (Singular series)

For s ≥ k4, we have 1� Sk,s(N)� 1 (i.e., Sk,s(N) � 1).

Recall Sk,s(N) =
∏

p βp(N), where

βp(N) = lim
n→∞

p−(s−1)n|{(x1, ..., xs) ∈ Z/pnZ : xk1 + · · ·+ xks = N}|.

It suffices to show βp(N)�s,k 1 and βp(N) = 1 + Os,k(p−1−1/k),
uniformly in N.
Indeed, if we have an infinite product

∏
i≥1(1 + xi ) with

1/C ≤ 1 + xi ≤ C and
∑

i |xi | ≤ C , then
∏

i≥1(1 + xi ) �C 1.
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Hensel’s lemma

We will need the following simple lemma on lifting congruences.

Lemma (Hensel’s lemma)

Let k ≥ 2 and let p be a prime. Let pγ be the highest power of p
dividing k . Then if x is coprime to p and x is a kth power modulo
p2γ+1, x is also a kth power modulo pn for all n ≥ 2γ + 1.

Proof. We proceed by induction on n, starting from the case
n = 2γ + 1. Suppose that case n has been proved and consider
case n + 1. Let x ≡ xk0 (mod pn) and k0 = k/pγ . Now note that

(x0 + tpn−γ)k = xk0 + k0x
k−1
0 tpn +

(
k

2

)
xk−20 t2p2(n−γ) + · · ·

≡ xk0 + k0x
k−1
0 pnt (mod pn+1).

Since (k0x
k−1
0 , p) = 1, we can choose t so that this is ≡ x

(mod pn+1).
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Lower bounding βp(N)

Proposition 7.1.1

(i) For s ≥ 2k + 1, we have βp(N) = 1 + Os,k(p−1−1/k), uniformly
in N.
(ii) For s ≥ k4, we have βp(N)�s,k 1, uniformly in p and N.

Proof. (i) From the previous lecture, we have

βp(N) = 1 +
∑
j≥1

A(pj).

In Lecture 6, we proved that |A(pj)| �s,k p−(1+1/k)j , so the claim
is immediate.
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Lower bounding βp(N)

(ii) We claim that βp(N)�s,k 1 for s ≥ k4.
For p ≥ Cs,k , this is true by (i). For the small p, it suffices to show
that βp(N)�p,s,k 1.
Let pγ | k, pγ+1 - k . We first claim that there is at least one
solution to

yk1 + · · ·+ yks ≡ N (mod p2γ+1), y1 6= 0.

Case 1: γ = 0 and p ≥ k4. Then we can simply take
y4 = · · · = ys = 0 and apply Lemma 5.2.2 (Lecture 5).
Case 2: γ = 0 and p < k4. Then p < s, so we may take
yi ∈ {0, 1}.
Case 3: γ ≥ 1. Then pγ | k , so p2γ+1 ≤ k3 < s. Therefore, we
can take yi ∈ {0, 1}.
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Lower bounding βp(N)

Recall we have a solution to

yk1 + · · ·+ yks ≡ N (mod p2γ+1), y1 6= 0.

We are left with showing that if n ≥ 2γ + 1, then there are
≥ ck,s,pp

n solutions to

xk1 + · · ·+ xks ≡ N (mod pn). (1)

Fix x2, . . . , xs (mod pn) such that xi ≡ yi (mod p2γ+1). Then
Lemma 7.1.1 shows that N − xk2 + · · ·+ xks is a kth power
(mod pn).
Therefore, (??) has ≥ (pn−2γ−1)s solutions, so

βp,n(N) ≥ p−(2γ+1)s .

Thus βp(N) ≥ p−(2γ+1)s �p,s,k 1.
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Summary

As noted earlier, the proof of Proposition 7.1 concludes our proof
that Sk,s(N)� 1 for s ≥ k4.
Combined with the result

rk,s(N) = Sk,s(N)Ns/k−1 + o(Ns/k−1), s ≥ 100k .

of the previous lectures, we see that

rk,s(N)�k,s N
s/k−1, s ≥ 100k .

This concludes our proof that G (k) ≤ 100k , which solves Waring’s
problem.
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