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1. Show that

S := inf
Π∈M+(Rd×Rd)

(∫
Rd×Rd

(c(x,y)−ϕ(x)−ψ(y))dΠ(x,y)
)
,

is given by

S =

{
0 if ϕ(x)+ψ(y)≤ c(x,y) on Rd×Rd

−∞ otherwise
.

As a consequence, show that the infimum problem within the supremum

sup
ϕ,ψ

{∫
Rd

ϕ dµ +
∫
Rd

ψ dν + inf
Π

(∫
Rd×Rd

(c(x,y)−ϕ(x)−ψ(y))dΠ(x,y)
)}

,

can be expressed as a constraint on the pair of functions (ϕ,ψ), so that the sup− inf problem
can be rewritten as

sup
ϕ,ψ∈Cb(Rd)

{∫
Rd

ϕdµ +
∫
Rd

ψdν : ϕ(x)+ψ(y)≤ c(x,y)
}
.

2. Recall I∗ is the value of the infimum of the Kantorovich formulation of optimal transport

I∗ = min
Π∈Γ(µ,ν)

{∫
Rd×Rd

c(x,y)dΠ(x,y)
}
.

Show that the relaxed dual formulation of the Kantorovich problem satisfies J∗ ≤ I∗ where

J∗ := sup
(ϕ,ψ)∈Φc

J[ϕ,ψ] , with J[ϕ,ψ] :=
∫
Rd

ϕ dµ +
∫
Rd

ψ dν

and

Φc :=
{
(ϕ,ψ) ∈ L1(dµ)×L1(dν) : ϕ(x)+ψ(y)≤ c(x,y)a.e. w.r.t. µ×ν

}
.

3. In lectures, Theorem 2.5 proved that given two probability measures µ,ν ∈P2(Rd), there
exists maximizers (ϕ0,ψ0) ∈Φc such that

J[ϕ0,ψ0] = J∗ = max
(ϕ,ψ)∈Φc

J[ϕ,ψ].

Finish the proof which asserts that the maximisers can be chosen as c-transforms; (ϕ0,ψ0) =
(ηcc

0 ,ηc
0) where η0 ∈ L1(dµ). Prove the additional statement that the Kantorovich potentials

can be chosen of the form (ϕ0,ϕ
c
0) with ϕ0 ∈C(Rd) and c-concave.

4. Let µ,ν ,ω ∈P(Rd) with Π1 ∈ Γ(µ,ν),Π2 ∈ Γ(ν ,ω) optimal transference plans given
by Theorem 2.3. Lemma 2.3 implies the existence of a measure γ ∈P(R3d) such that
P12#Π1,P23#γ = Π2. Show that Π3 := P13#γ with P13(x,y,z) = (x,z) for x,y,z ∈Rd belongs
to Γ(µ,ω).



5. Given f1, f2,g1,g2 ∈Pp(Rd), 1≤ p < ∞, and α ∈ [0,1], show

dp
p(α f1 +(1−α) f2,αg1 +(1−α)g2)≤ αdp

p( f1,g1)+(1−α)dp
p( f2,g2).

6. Show that dp is weakly lower semicontinuous in each argument for 1≤ p < ∞.

7. Given two probability measures µ,ν ∈P(R), let F,G be their distribution functions, re-
spectively. Let X,Y be the pseudo-inverses of F,G, respectively. Verify the equality∫ 1

0
|X(η)−Y(η)|dη =

∫
R
|F(x)−G(x)|dx.

8. Consider the one dimensional linear Fokker-Planck equation

∂ρ

∂ t
=

∂

∂x

(
ρ

∂V
∂x

)
+σ

∂ 2ρ

∂x2 ,

with V uniformly convex, V ′(x) ≥ λ > 0, and global minimum at zero. Compute formally
the equation satified by the pseudoinverse of solutions to the Fokker-Planck equation and
draw conclusions about the asymptotic behavior.


