Scientific Programming with Mathematica 2020
Problems 3

Please work through the entire problem set. Only the problems numbered (1) and (2) will
be graded, though I will go though the entire sheet in the problem session.

Consider again the space AESZ34, from Problem set 2, for which we have the Picard-Fuchs
equation

4
L =0 with £ =) Rp; 19:30%.
j=0

First, let us seek the four solutions to the differential equation in a neighborhood of ¢ = 0.
Following Frobenius, we seek a solution of the form

w = ZAn(e)gp”Jre with  Ag(e) = 1.
n=0

Find a recurrence relation for the A, (e) and show that €* = 0. By expanding

1 1 1 1
w = wo(p) + ew(p) + 562132(90) + gegw;j,(gp) and A,(e) = a, + €b, + 562071 + §e3dn :

show that there are four solutions of the form

wy = fo
wy = fologp+ fi
wy = folog? o+ 2f1logp + fo

w3 = folog® +3filog” o +3falogw + fs

where the f; are power series with coefficients a,,, by, ¢, and d,. The series f; is the series
that was found in Problem Set 2.

Write routines that calculate the f;, and their derivatives F fj, with 0 <k < 3, and so also
the ¥*w;, both as series to nmax terms and numerically to nmax terms. Check that Lo
vanishes to the required order when nmax = 100, say.



Now let ¢ = 1 be a regular point of the differential equation, so that there are four solutions
that are power series in a neighborhood of 1. Let us choose a basis of solutions of the form

m(p, ) = 140 ((p—v)*)

me, ) = (o =)+ 0 ((p—1)")
(e, ) = (p—1)° + 0 ((p=19)")
(e, ) = (¢ —9)° + 0 ((p=1)")

Find a recurrence relation for coefficients A,,, B,,, C,, D,,, which will depend on v, such that
o= Y gAnle—10)" m = >"Bu(p —1)" etc.. Note that the A,, .., D, all satisfy the
same recurrence relation. The difference is in the initial conditions.

1
25
and ¢ is such that both w and 7 converge then there will be a matrix M, independent of ¢,

such that n = Mw. Let W, and W, be the Wronskian matrices

Now let w = (w;) and n = (n;), that is we have defined vectors of solutions. If || <

ijk = 19ij and ank = 19k77j .

Note that
W, = MW, sothat M = W,W.'.

For the case 1) = %, calculate M numerically, to machine precision.

A little more analytical work: Let y denote any vector of solutions to the differential equation
and let W, be the corresponding Wronskian. By considering the columns of ¥W, show that

0 0 0 —Ry/Ry

B 1 00 —Ry/R,
Wlow, =

v v 01 0 —Ry/R,

0 0 1 —Rs/Ry

Now by means of the formulas, valid for a generic matrix A,
detA = exp(TrlogA) and its consequence 9detA = (detA) Tr (A7'9A) ,

you can now show that

de R3> w
detW, = ex —/—— = L _
! P ( p Ry Ri()

where w, is a constant that depends on the basis y.

Compute w, and w,. Note that one can use this relation for detW to check on the accuracy
of a numerical computation of W. Write a function that computes W to a given accuracy,
using this check to increase nmax as necessary.



1. Now given a sequence of ¢ values {¢pg = 0,11,2, ..., 9} such that each ;1 lies in a
disk such that 7(i, 1;) converges for o = ;1. How is W (1) related to Wy, ) (1y)?
Write a code that evaluates W (¢r) to a specified accuracy.

One way to choose the 1); proceeds as follows. Suppose ¥y = 0 and that the initial

radius of convergence is r (= 1/25) and that there are no singularities in Re¢ < 0.

Choose 11 = —r/2. The new radius of convergence runs as far as the singularity at

¢ =7, so has radius 3r/2. Choose 1y half-way between 1, and the edge of the region
-

of convergence so ¥, = =+, and so on. In this way we get a sequence of circles, that
3

all pass through ¢ = 0 and have radius (3)

n—1
/wn = (E;) ’¢1-

A figure is given at the end of Lecture 4.

n—1r

5, and we can take

2. Evaluate w(—1/7) to 100 figures. Evaluate also L(1) and L(2) to the same accuracy,
where L(s) is the function introduced in Problem sheet 2, and seek linear relations
between each of the quantities w;(—1/7)/m7, 0 < j < 2 and the quantities L(k)/7*,
k = 1,2, using the function FindIntegerNullVector. The quantity ws; is special, and you
should seek a linear relation between ws(—1/7) /73, ((3)wo(—1/7) /73 and the L(k)/m*.



