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Finite difference approximation of scalar nonlinear
hyperbolic conservation laws

Nonlinear hyperbolic conservation laws arise in numerous areas of
application, fluid dynamics being one such field.

Here, we shall confine ourselves to the simplest possible case of an
initial-value problem for the nonlinear partial differential equation

——i——xf(u):O for (x,t) € R x (0,00), (1)
where u = u(x, t), subject to the initial condition u(x,0) = up(x), where

ug € C*(R) and has compact support, i.e. ug is identically zero outside a
bounded closed interval of R.



The real-valued function f will be assumed to be:

@ twice continuously differentiable on R; and
e f(0)=f'(0) =0, and f"(s) > 0 for all s € R.

Under these hypotheses f’ is a nondecreasing function, whereby f’(s) > 0
for all s > 0. We shall assume further that:

o [f'(s)] < f'(|s]) for all s € R.

Example: f(s) = 3s% and f(s) = 1s* + 1s? satisfy these hypotheses.



Assuming that there is a T > 0 such that a solution u € C}(R x [0, T]) to
the initial-value problem exists, then equation (1) can be rewritten as

ou ou
o T ()5 =0 for(x.t) eRx (0, T]. (2)

Motivated by the construction of the first-order upwind scheme in the
previous lecture, we decompose f’(u) into its nonnegative and nonpositive

parts, as follows:
f'(u) = [F'(u)]+ + [F'(v)]-,

where we have used the notation:
1
bl o= St IxD) and b= S(x— Ix))
Clearly,

x = [x]4++[x]=, |x|=[x]+—[x]-, [x]+ >0 and [x]- <0 VxeR.



With this notation, we can rewrite (2) as follows:

gl: + [f’(u)]+gz + [f’(u)]_gi =0 for(x,t)eRx(0,T]. (3)

We approximate (3) by the following finite difference scheme
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Ul (x) = (%), JEZ,
(4)

where At = T/M, M > 1, and Z is the set of all integers.



We will show that, under a certain CFL condition which we shall state

below, the sequence of finite difference approximations {Ujm}jeZ, 0<m<M
is bounded, in the sense that

max (U oe < 1U°)]o (5)

where now || V|| 1= maxjez |Vj|.



To this end, we rewrite (4); as follows:
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forall j€Z and all m=0,..., M — 1. Suppose that the following CFL
condition holds:

F(|U°] ) At
— = < 1.
Ax - (7)



Suppose further, as an inductive hypothesis, that, for some m > 0,

/ k
PV ) At

Ax 1 forall k =0,...,m. (8)

Thanks to (7) this inductive hypothesis is satisfied for m = 0.

Suppose, for the inductive step, that (8) has already been shown to hold
for some m > 0.

Because of the assumptions imposed on the function f, we have that
(UM < YT < F(1UT]loo) for all j € Z.



It then follows from (8) with k = m that

f'(U7)| At

Ax

and then (6) implies that
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for all j € Z. Therefore,
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<1 for all j € Z,
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To complete the inductive step it remains to show that (8) holds with m
replaced by m + 1.

Since f’ is nondecreasing, we have for all k =0,..., m:

F[U™ o) At _ (UM ]|0) At
< <1. 1
Ax - Ax - (10)

The inequality (10) shows that (8) holds with m replaced by m + 1, which
then completes the inductive step.

Thus we have shown that, under the CFL condition (7),
U™ oo < JU™loo < -+ < JU°|oo foralm=0,1,....,.M—1,

which completes the proof of the assertion that the sequence
{Uf”}jez o<m<m of finite difference approximations generated by
the scheme is bounded; in particular (5) has been shown to hold.



