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1 The Fourier transform

1.1 The Fourier transform on L1

Definition 1.1. Let f ∈ L1(Rn). Then the Fourier transform of f is

F(f)(ξ) = f̂(ξ) ..=

∫
Rn

f(x)e−ix·ξ dx, ξ ∈ Rn,

where x · ξ = x1ξ1 + . . . + xnξn is the usual dot product in Rn.

Remark 1.2. Note that f̂(ξ) is well-defined for each ξ ∈ Rn since

|f(x)e−ix·ξ| = |f(x)|

and f ∈ L1(Rn). Observe that

• |f̂(ξ)| ⩽ ‖f‖1 for all ξ ∈ Rn and f̂(0) =
∫
Rnf(x) dx, so if f ⩾ 0, then f̂(0) = ‖f‖1,

• f̂ ∈ C(Rn) (this is easy to see),

• f̂(ξ) → 0 as |ξ| → ∞ (by the Riemann–Lebesgue lemma that we state and prove below).

The precise range F
(
L1(Rn)

)
= {f̂ : f ∈ L1(Rn)} is not so easy to describe in terms not

involving the Fourier transform. It can be shown that it is strictly smaller than

C0(Rn) ..=

{
g ∈ C(Rn) : lim

|x|→∞
g(x) = 0

}
.

The range F
(
L1(Rn)

)
is called the Wiener algebra.

One reason that we are interested in the Fourier transform here is its ability to transform
partial derivatives to an algebraic operation.

Proposition 1.3. [Differentiation Rule] Let f ∈ L1(Rn) and assume that for some j ∈
{1, . . . , n} the distributional partial derivative ∂jf ∈ L1(Rn). Then

∂̂jf(ξ) = iξj f̂(ξ).
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Proof. Let ϕ ∈ D(Rn) be such that ϕ(x) = 1 for |x| ⩽ 1. We then calculate

∂̂jf(ξ) =

∫
Rn

∂jf(x)e
−ix·ξ dx

DCT
= lim

r→∞

∫
Rn

∂jf(x)e
−ix·ξϕ

(x
r

)
dx

= lim
r→∞

〈
∂jf, e

−i(·)·ξϕ
( ·
r

)〉
= lim

r→∞

〈
f, iξje

−i(·)·ξϕ
( ·
r

)
− e−i(·)·ξ(∂jϕ)

( ·
r

) 1

r

〉
= lim

r→∞

∫
Rn

f(x)

(
iξje

−ix·ξϕ
(x
r

)
− e−ix·ξ(∂jϕ)

(x
r

) 1

r

)
dx

DCT
=

∫
Rn

f(x)iξje
−ix·ξ dx = iξj f̂(ξ).

Example 1.4. Let f = 1(−1,1). Clearly f ∈ L1(R), and

f̂(ξ) = 2sinc(ξ) :=


2 sin ξ

ξ
for ξ 6= 0

2 for ξ = 0.

Recall that sinus cardinalis function sinc is not absolutely integrable over R, so f̂ /∈ L1(R).
We can generalize this to indicator functions of rectangles in Rn by a straightforward applica-
tion of Fubini’s theorem: if

R = [a1, b1]× · · · × [an, bn] ⊂ Rn

then clearly 1R ∈ L1(Rn) and

1̂R(ξ) =
n∏

j=1

e−iajξj − e−ibjξj

iξj

for ξj 6= 0 for all j (but 1̂R is continuous so we can extend to the coordinate planes by

continuity). By inspection, 1̂R(ξ) → 0 as |ξ| → ∞. Thus 1̂R ∈ C0(Rn), but as in the 1-
dimensional case 1̂R /∈ L1(Rn).

Lemma 1.5. [The Riemann-Lebesgue Lemma] Let f ∈ L1(Rn). Then the Fourier trans-
form f̂ ∈ C0(Rn).

Proof. We have already remarked that the dominated convergence theorem easily gives that f̂
is continuous. (One can also prove it more directly from the definition of the Lebesgue integral:
Exercise.) In order to prove that f̂(ξ) → 0 as |ξ| → ∞ we use that step functions are dense in
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L1(Rn). Let ε > 0 and take a step function s : Rn → R so ‖f − s‖1 < ε/2. By Example 1.4 we
infer that ŝ ∈ C0(Rn) and so for some r > 0 we have |ŝ(ξ)| < ε/2 for |ξ| > r. We then have for
all ξ ∈ Rn with |ξ| > r:

|f̂(ξ) ⩽|f̂(ξ)− ŝ(ξ)|+ |ŝ(ξ)|

<| ̂(f − s)(ξ)|+ ε/2

⩽‖f − s‖1 + ε/2

<ε.

The proof is finished.

You will be asked for another proof of the Riemann-Lebesgue lemma on Problem Sheet 1.
While the result is quite elementary and easy to prove, it is useful: on several occasions we will
prove that a function is continuous by showing that it is the Fourier transform of an integrable
function.

Example 1.6. Let ρ ∈ D(R) be the standard mollifier kernel on R (so in particular, ρ is an
even function satisfying 0 ⩽ ρ ⩽ 1, ρ(x) > 0 for |x| < 1, supp(ρ) = [−1, 1], and

∫
ρ = 1). Then

ρ̂(ξ) = 2

∫ 1

0
ρ(x) cos(xξ) dx.

It is not hard to check that ρ̂ ∈ C∞(R), but supp(ρ̂) is not compact. Therefore ρ̂ /∈ D(R). We
shall return to this point when discussing the uncertainty principle later in the course (see also
Problem Sheet 1). However,

ρ̂(ξ) → 0 as |ξ| → ∞,

and in fact, for any k,m ∈ N0 we have

|ξ|k dm

dξm
ρ̂(ξ) → 0 as |ξ| → ∞.

Again this is not difficult to show and will be a consequence of a more general result proved
later, so we leave it for now.

We would like to extend the Fourier transform to distributions, and to that end we seek an
adjoint identity.

Proposition 1.7. [The Product Rule] Let f , g ∈ L1(Rn). Then∫
Rn

f(x)ĝ(x) dx =

∫
Rn

f̂(x)g(x) dx.

Remark 1.8. Note that both sides are well-defined since the Fourier transform of an L1 function
is bounded and continuous. We thus have an identity that looks like an adjoint identity with
S = F = T , but there is an issue with the domain: if we start with f , g ∈ D(Rn), then we will
not have f̂ , ĝ ∈ D(Rn), that is, unless f ≡ g ≡ 0. Indeed, in the example with the standard
mollifier kernel we had ρ̂ /∈ D(R). In order to address this issue efficiently we must define a
new class of test functions and distributions.
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Proof. This is an easy application of Fubini:∫
Rn

f(x)ĝ(x) dx =

∫
Rn

∫
Rn

f(x)g(y)e−ix·y dy dx

Fubini
=

∫
Rn

∫
Rn

f(x)g(y)e−ix·y dx dy

=

∫
Rn

f̂(y)g(y) dy

Before addressing the issues with the domain and the appropriate class of test functions, let us
investigate the properties of the Fourier transform on L1 functions a little more. It will turn
out to be a useful source of insight.

To us the orthogonal group O(n) consists of n × n matrices with real entries such that its
columns form an orthonormal basis for Rn: thus θ ∈ O(n) if and only if θ ∈ Mn×n(R) and
θ†θ = I. A matrix θ is a special orthogonal matrix of dimension n, θ ∈ SO(n), if and only if
θ ∈ O(n) and det(θ) = 1. In B4.3 we defined the operation θ∗ on functions and distributions.
When f ∈ L1(Rn) and θ ∈ O(n) we put θ∗f(x) := f(θx). We then have the following invariance
property of the Fourier transform:

Proposition 1.9. [Invariance under orthogonal maps] Let f ∈ L1(Rn) and θ ∈ O(n).

Then θ̂∗f = θ∗f̂ .

Proof. This is a simple calculation where we substitute y = θx, use θ−1 = θ† and exploit that
detθ = ±1:

θ̂∗f(ξ) =

∫
Rn

f(θx)e−iξ·x dx

=

∫
Rn

f(y)e−iξ·θ−1y dy

=

∫
Rn

f(y)e−iθξ·y dy

=θ∗f̂(ξ).

Remark 1.10. We emphasize the special case of reflection through the origin: f̃(x) := f(−x)
corresponding to θ = −I ∈ O(n). In this case we have

F(f̃) = F̃(f)

for f ∈ L1(Rn).
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Proposition 1.11. [Translation Rules] Let f ∈ L1(Rn) and denote
(
τhf
)
(x) := f(x + h)

for h ∈ Rn. Then
F(τhf)(ξ) = eiξ·hf̂(ξ)

and
F(e−ix·hf(x))(ξ) = τhf̂(ξ)

for any h ∈ Rn.

Proof. We simply calculate

F(τhf)(x) =

∫
Rn

f(x+ h)e−ix·ξ dx
y=x+h
=

∫
Rn

f(y)e−i(y−h)·ξ dy = eih·ξ f̂(ξ),

and ∫
Rn

e−ix·hf(x)e−ix·ξ dx =

∫
Rn

f(x)e−ix·(ξ+h) dx = f̂(ξ + h) = τhf̂(ξ).

Proposition 1.12. [Dilation Rules] Let f ∈ L1(Rn) and denote

(drf)(x) = f(rx)

for r > 0. Then
F(drf)(ξ) = r−nf̂(r−1ξ) = r−n(d 1

r
f̂)(ξ)

and
(drf̂)(ξ) = F(r−nd1

r
f)(ξ).

Remark 1.13. Recall the notation ρε for the standard mollifier on Rn. We shall adapt it in
general and write fr for r−nd 1

r
f :

fr :=
1
rnd 1

r
f.

We often refer to fr as the L1 dilation of f because ‖fr‖1 = ‖f‖1 holds for all r > 0 when
f ∈ L1(Rn).

Proof. The proof is a simple calculation as in the previous lemma (and we employ the notation
from the previous remark):

F(drf)(ξ) =

∫
Rn

f(rx)e−ix·ξ dx

y=rx
=

dy=rndx

∫
Rn

f(y)e−i y
r
·ξr−n dy

= r−nf̂

(
ξ

r

)
= (f̂)r(ξ),
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and

(drf̂)(ξ) = f̂(rξ)

=

∫
Rn

f(x)e−ix·rξ dx

y=rx
=

dy=rndx

∫
Rn

f
(y
r

)
e−i y

r
·rξr−n dy

= r−n

∫
Rn

(d 1
r
f)(y)e−iy·ξ dy

= (̂fr)(ξ).

Proposition 1.14. [Convolution Rule] Let f , g ∈ L1(Rn). Then f ∗ g ∈ L1(Rn) and

F(f ∗ g)(ξ) = f̂(ξ)ĝ(ξ).

Proof. By Fubini,

F(f ∗ g)(ξ) =
∫
Rn

∫
Rn

f(x− y)g(y) dy e−ix·ξ dx

=

∫
Rn

∫
Rn

f(x− y)e−i(x−y)·ξ dx g(y)e−iy·ξ dy

z=x−y
=

dz=dx

∫
Rn

∫
Rn

f(z)e−iz·ξ dz g(y)e−iy·ξ dy

= f̂(ξ)ĝ(ξ).

Proposition 1.15. [Reverse Differentiation Rule] Let f ∈ L1(Rn) and assume xjf(x) ∈
L1(Rn) for some j ∈ {1, . . . , n}. Then the distributional partial derivative ∂j f̂ is a continuous
function and

(∂j f̂)(ξ) = F(−ixjf(x))(ξ).

In fact, ∂j f̂ exists classically.

Proof. Let us start with the last statement. Fix ξ ∈ Rn, h ∈ R\{0} and consider the following
difference quotient:

4hej f̂(ξ)/h
..=

f̂(ξ + hej)− f̂(ξ)

h

=

∫
Rn

f(x)4heje
−ix·(·)(ξ)/hdx

DCT−→
h→0

∫
Rn

−ixjf(x)e
−ix·ξ dx

= Fx→ξ(−ixjf(x)),
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so the partial derivative ∂j f̂ exists classically at ξ. By the Riemann-Lebesgue lemma, Fx→ξ(−ixjf(x))
is continuous as the Fourier transform of an L1 function, so ∂j f̂ is continuous. This is also the

distributional partial derivative since, as we have seen in B4.3, 4hej f̂/h → ∂j f̂ in D ′(Rn) as
h→ 0. Recall that this amounts to

〈4hej f̂ , φ〉 −→
h→0

〈∂j f̂ , φ〉

for every φ ∈ D(Rn). It is not difficult to see that 4hej f̂(ξ)/h → ∂j f̂(ξ) as h → 0 locally
uniformly in ξ ∈ Rn so the classical and distributional partial derivatives therefore coincide.

We generalize the differentiation rules on L1 to include linear partial differential operators as
follows. Recall that these are conveniently written in terms of multi-index notation as discussed
in B4.3: for a multi-index α = (α1, . . . , αn) ∈ Nn

0 and x = (x1, . . . , xn) ∈ Rn, ∂ = (∂1, . . . , ∂n),
we wrote

xα ..= xα1
1 . . . xαn

n

and

∂α ..=
∂|α|

∂xα1
1 . . . ∂xαn

n
.

When p(x) is a polynomial of degree at most k in n indeterminates, then

p(x) =
∑
|α|⩽k

cαx
α,

where cα ∈ C and we sum over all multi-indices α ∈ Nn
0 of length |α| ⩽ k. Corresponding to

the polynomial p(x) there is a linear partial differential operator defined by replacing x by ∂
throughout:

p(∂) ..=
∑
|α|⩽k

cα∂
α.

If cα 6= 0 for some α ∈ Nn
0 with |α| = k, then we say p(∂) has order k (so the order of p(∂) is

simply the degree of p(x)). Sometimes we also write p(i∂) or p(−i∂), the notation being self
explanatory:

p(i∂) =
∑
|α|⩽k

cα(i∂)
α =

∑
|α|⩽k

cαi
|α|∂α,

and so on.

Corollary 1.16. [Generalized Differentiation Rules] Let p(x) ∈ C[x] be a polynomial in
n variables.

(G1) If f ∈ L1(Rn) and p(∂)f ∈ L1(Rn), then

p̂(∂)f(ξ) = p(iξ)f̂(ξ).
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(G2) If f ∈ L1(Rn) and p(−ix)f(x) ∈ L1(Rn), then

Fx→ξ

(
p(−ix)f(x)

)
= (p(∂)f̂)(ξ).

The expressions p(∂)f and p(∂)f̂ are understood distributionally.

Sketch of proof. (G1): We can apply the differentiation rule in a straight forward manner to
prove this provided we know that ∂αf ∈ L1(Rn) for all multi-indices α ∈ Nn

0 that appear in
p(∂). However, knowing that f , p(∂)f ∈ L1(Rn) does not necessarily mean that the individual
partial derivatives ∂αf that make up p(∂)f are in L1(Rn). The way around this problem is
to mollify f : put fε := ρε ∗ f for ε > 0, where

(
ρε
)
ε>0

is the standard mollifier on Rn. Now
fε ∈ C∞(Rn) and for any multi-index α ∈ Nn

0 we have

∂αfε =
(
∂αρε

)
∗ f ∈ L1(Rn)

as the convolution of two L1(Rn) functions. (Note that the L1 norms might not stay bounded
when ε↘ 0, but that is not important because we shall apply the differentiation rules to fε for
each fixed ε > 0.) The identity in (G1) therefore holds with fε in place of f and we conclude by
taking ε ↘ 0, using p(∂)fε = ρε ∗

(
p(∂)f

)
→ p(∂)f in L1(Rn) and that the Fourier transform

F : L1(Rn) → L∞(Rn) is continuous. The details are left as an exercise.

(G2): We can apply the reverse differentiation rule in a straight forward manner to prove this
provided we know that xαf ∈ L1(Rn) for all multi-indices α that appear in p(x). We only
know that f , p(−ix)f(x) ∈ L1(Rn) and this will not be enough to guarantee that. In this case
we localize f by multiplying it with the indicator function of the open ball centered at 0 and
radius j ∈ N:

fj := f1Bj(0).

Clearly xαfj(x) ∈ L1(Rn) for all multi-indices α ∈ Nn
0 and so, by linearity and the reverse

differentiation rule,
Fx→ξ

(
p(−ix)fj(x)

)
= p(∂)f̂j(ξ) (1)

holds for all j ∈ N. Now p(−ix)fj(x) → p(−ix)f(x) pointwise a.e. as j → ∞ and
∣∣p(−ix)fj(x)

∣∣ ⩽∣∣p(−ix)f(x)
∣∣ a.e., so by Lebesgue’s dominated convergence theorem we infer that p(−ix)fj(x) →

p(−ix)f(x) in L1(Rn) as j → ∞. Clearly also fj → f in L1(Rn) as j → ∞, so f̂j → f̂ uniformly
and hence in particular in the sense of distributions on Rn. By D ′ continuity of differentiation,
the right-hand side of (1) converges in D ′(Rn) to p(∂)f̂(ξ). It is not difficult to conclude from
here and we leave the details as an exercise.

We shall give a more general version of the differentiation rules once we have developed the
theory a bit further. The proof will then also be much more streamlined!
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1.2 The Schwartz space

We are now ready to address the domain issue in the adjoint identity for the Fourier transform,
the product rule (see Proposition 1.7), and line up with some definitions and results to this
effect.

Definition 1.17. A function f : Rn → C is said to be rapidly decreasing if for every m ∈ N
there exist rm, cm > 0 such that

|f(x)| ⩽ cm|x|−m

holds for all |x| ⩾ rm.

Remark 1.18. It is not difficult to see that a continuous function f is rapidly decreasing if and
only if for any polynomial p(x) ∈ C[x] the function x 7→ p(x)f(x) is bounded on Rn:

sup
x∈Rn

|p(x)f(x)| <∞.

In fact, it suffices to take any monomial xα here for the sufficiency. We emphasize that a rapidly
decreasing function f : R → R need not be decreasing in the usual sense: rapidly decreasing
means that xmf(x) → 0 as |x| → ∞ for all m ∈ N. This is a bit of an understatement as
a rapidly decreasing function f : R → R is decreasing if and only if f ≡ 0 on R. The point
here is that a rapidly decreasing function need not be monotone from a certain point either,
as the rapid approach to 0 can happen in an oscillatory manner as it does for instance with
e−|x| cosx.

Example 1.19. As functions defined for x ∈ Rn we have that 1
1+|x|m is not rapidly decreasing

for any m ∈ N, whereas both e−|x| and e−|x|2 are rapidly decreasing.

The following definition is modelled on the properties of the Fourier transform of the standard
mollifier kernel and is due to Laurent Schwartz (1940s):

Definition 1.20. [Schwartz test functions and the Schwartz Space]

A function φ : Rn → C is a Schwartz test function on Rn if

(i) φ ∈ C∞(Rn), and

(ii) ∂αφ is rapidly decreasing for all multi-indices α ∈ Nn
0 .

The set of all Schwartz test functions on Rn is denoted by S (Rn) and called the Schwartz
space.

Example 1.21. As functions defined for x ∈ Rn we have

• e−|x|2 ∈ S (Rn) \ D(Rn),

• e−|x| /∈ S (Rn) because it is not differentiable at zero,
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• ρ̂(ξ) ∈ S (Rn) \D(Rn), where ρ is the standard mollifier kernel on Rn. Strictly speaking
we have actually not really proved this yet, but the proof will follow soon.

The next result collects elementary properties of the class of Schwartz test functions.

Proposition 1.22.

(i) S (Rn) is a vector space and a commutative ring without unit (with the usual definitions
of operations).

(ii) If p(x) ∈ C[x] and φ ∈ S (Rn), then pφ ∈ S (Rn).

(iii) If p(x) ∈ C[x] and φ ∈ S (Rn), then p(∂)φ ∈ S (Rn).

Proof. (i): It is clear that S (Rn) is a vector subspace of C∞(Rn). In order to check that it is
a subring of C∞(Rn) it suffices to show that ϕψ ∈ S (Rn) whenever ϕ, ψ ∈ S (Rn). First we
note that the product of two rapidly decreasing functions is rapidly decreasing and that linear
combinations of rapidly decreasing functions are rapidly decreasing. Then we use the Leibniz
rule to write for α ∈ Nn

0 :

∂α
(
ϕψ
)
=
∑
β⩽α

(
α

β

)
∂βϕ∂α−βψ.

Since derivatives of Schwartz test functions are rapidly decreasing we see that ∂α
(
ϕψ
)
is rapidly

decreasing, and hence, since α was arbitrary, that ϕψ ∈ S (Rn).

(ii): Clearly pφ ∈ C∞(Rn). For each 1 ⩽ j ⩽ n and β ∈ Nn
0 we have

∂β
(
xjφ

)
= βj∂

β−βjejφ+ xj∂
βφ. (2)

The derivative ∂β
(
xjφ

)
is therefore rapidly decreasing and since this is true for all β we have

shown that xjφ ∈ S (Rn). But then we get by iteration of this that xαφ ∈ S (Rn) for all
α ∈ Nn

0 , and so by the vector space property, that pφ ∈ S (Rn).

(iii): This is clear.

For calculations with Schwartz test functions the following class of norms is very useful. Besides
this they are used to define the notion of convergence in S (Rn) below.

Definition 1.23. Let φ ∈ C∞(Rn). Then we define for multi-indices α, β ∈ Nn
0 ,

Sα,β(φ) := sup
x∈Rn

∣∣xα∂βφ(x)∣∣
and for nonnegative integers k, l ∈ N0 we put

Sk,l(φ) := max
|α|⩽k, |β|⩽l

Sα,β(φ).
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Remark 1.24. The quantities Sα,β(φ) and Sk,l(φ) are well-defined as extended real numbers
when φ ∈ C∞(Rn) and are finite when φ ∈ S (Rn). In fact, their finiteness characterize the
Schwartz space:

S (Rn) =

{
φ ∈ C∞(Rn) : Sα,β(φ) <∞ for all α, β ∈ Nn

0

}
,

and likewise

S (Rn) =

{
φ ∈ C∞(Rn) : Sk.l(φ) <∞ for all k, l ∈ N0

}
.

It is easy to check that Sα,β and Sk.l are all norms on S (Rn).

We record the following bounds that can be viewed as quantitative forms of (ii) and (iii) from
Proposition 1.22.

Proposition 1.25. Let p(x) ∈ C[x] be a polynomial of degree at most d:

p(x) =
∑
|γ|⩽d

cγx
γ .

Then for all φ ∈ S (Rn) and all k, l ∈ N0 we have

Sk,l(pφ) ⩽
(
l + 1

)d(∑
|γ|⩽d

|cγ |
)
Sk+d,l(φ) (3)

and

Sk,l(p(∂)φ) ⩽
(∑

|γ|⩽d

|cγ |
)
Sk,l+d(φ). (4)

Proof. In view of (2) we have for each 1 ⩽ j ⩽ n and multi-indices |α| ⩽ k, |β| ⩽ l that

Sα,β(xjφ) ⩽βjSα,β−βjej (φ) + Sα+ej ,β(φ)

⩽(βj + 1)S|α|+1,|β|(φ)

⩽(|β|+ 1)S|α|+1,|β|(φ),

hence Sk,l(xjφ) ⩽ (l + 1)Sk+1,l(φ). For γ ∈ Nn
0 with |γ| ⩽ d we get (provided γj ⩾ 1 in the

first line)

Sk,l(x
γφ) ⩽(l + 1)Sk+1,l(x

γ−ejφ)

⩽(l + 1)γjSk+γj ,l(x
γ−γjejφ)

⩽(l + 1)|γ|Sk+|γ|,l(φ)

⩽
(
l + 1

)d
Sk+d,l(φ).

The bound (3) follows easily from this. Finally the bound (4) follows easily from

Sα,β(∂
γφ) = Sα,β+γ(φ).
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Definition 1.26. [Convergence in the sense of Schwartz test functions] Let φj , φ ∈
S (Rn). Then we say φj converges to φ in the sense of Schwartz test functions, and write
φj → φ in S (Rn), if

Sα,β(φ− φj) −→ 0

as j → ∞ for all α, β ∈ Nn
0 . This can also be stated in terms of S̄k,l.

Remark 1.27. [A metric on S (Rn)] Define for φ,ψ ∈ S (Rn)

d(φ,ψ) ..=
∑

k,l∈N0

2−k−l S̄k,l(φ− ψ)

1 + S̄k,l(φ− ψ)
.

Then d is a metric on S (Rn), and we have φj → φ in S (Rn) if and only if d(φj , φ) → 0. Note
that d is translation invariant, meaning that,

d(φ+ η, ψ + η) = d(φ,ψ)

holds for all φ, ψ, η ∈ S (Rn). It can furthermore be shown that (S (Rn), d) is complete and
that the vector space operations are continuous (such a space is called a Fréchet space).

Remark 1.28. As in the case of compactly supported test functions the notion of convergence
in S (Rn) is severe: it requires a lot for a sequence to converge in the sense of Schwartz test
functions. However, since clearly D(Rn) ⊂ S (Rn) and the inclusion is strict it is not difficult
to see that if φj , φ ∈ D(Rn) and φj → φ in D(Rn), then φj , φ ∈ S (Rn) and φj → φ in
S (Rn). The converse is clearly false.

It is not difficult to show that D(Rn) is an S dense subspace of S (Rn): for each ϕ ∈ S (Rn)
we can find ϕj ∈ D(Rn) so ϕj → ϕ in S (Rn). We leave the details of this as an exercise (see
Problem Sheet 2).

Example 1.29. Let φ ∈ S (Rn) and 1 ⩽ j ⩽ n. Then

∆hejφ

h
→ ∂jφ in S (Rn) as h→ 0.

Indeed using the fundamental theorem of calculus twice we find for α, β ∈ Nn
0 that

Sα,β

(
∆hejφ

h
− ∂jφ

)
⩽ 2αj−1

(
Sα,β+2ej (φ) + |h|S0,β+2ej (φ)

)
|h|

and the assertion follows.

Example 1.30. Let
(
ρε
)
ε>0

be the standard mollifier on Rn. Then for each φ ∈ S (Rn) we have

ρε ∗ φ→ φ in S (Rn) as ε↘ 0.

Using the fundamental theorem of calculus we find for α, β ∈ Nn
0 that

Sα,β
(
ρε ∗ φ− φ

)
⩽ 2|α|

n∑
j=1

(
Sα,β+ej (φ) + ε|α|S0,β+ej (φ)

)
ε

and the assertion follows. (Note also that Sα,β
(
ρε ∗ φ

)
< ∞ follows by use of the triangle

inequality.)
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Corollary 1.31. Let p(x) ∈ C[x] be a polynomial in n indeterminates. Then the maps φ 7→ pφ
and φ 7→ p(∂)φ are S continuous linear maps of S (Rn) into S (Rn).

This is immediate from Proposition 1.25.

Proposition 1.32. For all p ∈ [1,∞] we have S (Rn) ⊂ Lp(Rn) and the inclusion map is
continuous. More precisely, for each p ∈ [1,∞) there exists a constant c = c(n, p) such that
for all φ ∈ S (Rn) we have

‖φ‖p ⩽ c(n, p)Sn+1,0(φ).

For p = ∞ we have simply ‖φ‖∞ = S0,0(φ).

Proof. The point here is that the function x 7→
(
1+|x|2

)−n+1
2 is integrable over Rn: integrating

in polar coordinates over Rn we find∫
Rn

dx(
1 + |x|2

)n+1
2

=

∫ ∞

0

∫
∂Br(0)

dSx(
1 + |x|2

)n+1
2

dr

=ωn−1

∫ ∞

0

rn−1(
1 + r2

)n+1
2

dr <∞.

Next, writing for p <∞

|φ(x)|p =
(
1 + |x|2

)−n+1
2

((
1 + |x|2

)n+1
2 |φ(x)|p

)
we find

‖φ‖p ⩽
(∫

Rn

(
1 + |x|2

)−n+1
2 dx

)1
p
sup
x∈Rn

((
1 + |x|2

)n+1
2 |φ(x)|p

)1
p
.

Elementary estimations show that we can take

c(n, p) = 2
n
p
(
1 + n

n+1
2
) 1

p

(∫
Rn

(
1 + |x|2

)−n+1
2 dx

)1
p
,

but the exact value of the constant is not important here.

Example 1.33. Recall that we defined the Sobolev space Wk,p(Rn) for all k ∈ N and p ∈ [1,∞]
to be all Lp functions whose distributional derivatives up to and including the order k are also
Lp functions. Now since ∂αφ ∈ S (Rn) for all α ∈ Nn

0 when φ ∈ S (Rn) it follows from Lemma
1.32 that also S (Rn) ⊂ Wk,p(Rn), and combining with Lemma 1.25 we see that the inclusion
map is continuous (in fact we could write down bounds for the inclusion map).

Theorem 1.34. The Fourier transform F : S (Rn) → S (Rn) is a linear and S continuous
map. The latter means that if φj → φ in S (Rn), then also φ̂j → φ̂ in S (Rn). The S
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continuity is expressed more precisely through the Fourier bounds on S (Rn): for k, l ∈ N0

there exists a constant c = c(n, k, l) so

Sk,l(φ̂) ⩽ cSl+n+1,k(φ) (5)

for all φ ∈ S (Rn).

Proof. Let φ ∈ S (Rn). Then we have in particular that xjφ, ∂jφ ∈ S (Rn) and since S (Rn) ⊂
L1(Rn) the differentiation rules give

∂jφ̂(ξ) = Fx→ξ

(
−ixjφ(x)

)
and ξjφ̂(ξ) = −i∂̂jφ(ξ).

It follows from the Riemann-Lebesgue lemma that ∂jφ̂, ξjφ̂ ∈ C0(Rn). By induction on the
length of multi-indices we find for α, β ∈ Nn

0 that

∂βφ̂(ξ) = Fx→ξ

(
(−ix)βφ(x)

)
and ξαφ̂(ξ) = (−i)|α|∂̂αφ(ξ).

both belong to C0(Rn), and hence that

ξα∂βφ̂(ξ) = (−i)|α|Fx→ξ

(
∂α
(
(−ix)βφ(ξ)

))
∈ C0(Rn). (6)

Thus Sα,β(φ̂) < ∞ and since in particular β was arbitrary also φ̂ ∈ C∞(Rn). But then
φ̂ ∈ S (Rn). That the Fourier transform is S continuous follows of course if we can establish
the Fourier bounds (5). First we recall that

‖ψ̂‖∞ ⩽ ‖ψ‖1 ⩽ cSn+1,0(ψ)

for all ψ ∈ S (Rn), where c = c(n, 1) is the constant from Proposition 1.32. Combining this
bound with (6) we arrive at

sup
ξ∈Rn

∣∣ξα∂βφ̂∣∣ ⩽ cSn+1,0

(
∂α
(
(−ix)βφ

))
.

The last term can be estimated by use of Proposition 1.25 whereby we find

sup
ξ∈Rn

∣∣ξα∂βφ̂∣∣ ⩽ c
(
|α|+ 1

)|β|
Sn+1+|β|,|α|(φ).

Consequently we have shown that (5) holds with the constant c = c(n, k, l) = c(n, 1)
(
k + 1

)l
,

where c(n, 1) is the constant from Proposition 1.32.

Remark 1.35. We record the following principle that is implicit in the above proof.

(a) Let m ∈ N0. If f ∈ Wm,1(Rn) (with the convention W0,p(Rn) := Lp(Rn)), then

sup
ξ∈Rn

(
1 + |ξ|2

)m
2 |f̂(ξ)| ⩽ c‖f‖Wm,1 ,

where c = c(n,m) is a constant. In fact, the Riemann-Lebesgue lemma tells us that the

function ξ 7→
(
1 + |ξ|2

)m
2 f̂(ξ) belongs to C0(Rn).
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(b) Let m ∈ N, m ⩾ n + 1. If
(
1 + |x|2

)m
2 f(x) ∈ L∞(Rn), then f̂ ∈ Cm−n−1(Rn) and

∂αf̂(ξ) ∈ C0(Rn) for each multi-index α with |α| ⩽ m− n− 1.

There is clearly a gap of n+1 derivatives between (a) and (b), but in the proof of Theorem 1.34
it did not matter because the definition of a Schwartz function involves C∞ smoothness and
rapid decrease. The gap of n+ 1 derivatives between (a) and (b) is incurred when we go from
L∞ to L1 using the bound from Proposition 1.32. Indeed, if instead of the L∞ assumption in

(b) we use an L1 assumption as in (a) the result improves: If
(
1 + |x|2

)m
2 f(x) ∈ L1(Rn), then

f̂ ∈ Cm(Rn) and ∂αf̂ ∈ C0(Rn) for each multi-index α with |α| ⩽ m.

1.3 The Fourier inversion formula in S (Rn) and in L1(Rn)

Theorem 1.36. [Fourier Inversion Formula in S (Rn)]

The Fourier transform F : S (Rn) → S (Rn) is bijective with inverse given by

(F−1ψ)(x) = (2π)−n

∫
Rn

ψ(ξ)eix·ξ dξ.

In symbols we have F−1 = (2π)−nF̃ , where we recall that the reflection in the origin φ̃(x) :=
φ(−x) commutes with the Fourier transform.

Remark 1.37. So the Fourier transform F : S (Rn) → S (Rn) is an S continuous linear bi-
jective map with an S continuous and linear inverse. We also record that F2φ = (2π)nφ̃ so
F4 = (2π)2nI on S (Rn).

The key to the proof of the inversion formula is the product rule: for all ϕ, ψ ∈ L1(Rn) we
have ∫

Rn

ϕ̂ψ dx =

∫
Rn

ϕψ̂ dx.

The strategy is to make a good choice of ψ that will allow us to relate ϕ̂ and ϕ. We start with
the good choice:

Lemma 1.38. If G(x) = e−
|x|2
2 , x ∈ Rn, then Ĝ = (2π)

n
2G.

Proof. We reduce to the one-dimensional case by writing

G(x) = e−
|x|2
2 =

n∏
j=1

e−
x2
j

2 ,

and calculating by Tonelli’s theorem

Ĝ(ξ) =

n∏
j=1

Fxj→ξj

(
e−

x2
j

2

)
(ξj).
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Hence the conclusion follows if we can prove it for n = 1. In the remainder of this proof we

therefore assume that G(x) = e−
x2

2 , x ∈ R. Note that G(0) = 1 and G′(x) = −xG(x), so
G′(x) + xG(x) = 0, that is, G is a solution to the initial value problem{

y′ + xy = 0, x ∈ R
y(0) = 1.

(7)

Now by Fourier transforming the ODE and using the differentiation rules we find 0 = iξĜ+iĜ′,
or Ĝ′ + ξĜ = 0 for ξ ∈ R. Also Ĝ(0) =

∫
RG(x) dx =

√
2π since

Ĝ(0)2 =

∫
R
G(x1) dx1

∫
R
G(x2) dx2 =

∫
R2

e−
x2
1+x2

2
2 d(x1, x2)

=

∫ ∞

0

∫
∂Br(0)

e−
r2

2 dSx dr

=

∫ ∞

0
e−

r2

2 2πr dr

=2π.

Consequently also Ĝ/
√
2π satisfies (7), so by the uniqueness result for such solutions we con-

clude. (How do you reduce the needed uniqueness result to the constancy theorem via Leibniz’
rule?)

The next result we need is an approximation result. We formulate it in a slightly more general
form than is needed for present purposes.

Lemma 1.39. Let K ∈ L1(Rn) with
∫
RnK dx = 1. Denoting by Kt the L1 dilation of K by

t > 0 we have for ϕ ∈ S (Rn)

Kt ∗ ϕ→ ϕ in L1(Rn) and uniformly on Rn as t↘ 0.

For f ∈ L1(Rn) we have
Kt ∗ f → f in L1(Rn) as t↘ 0.

Remark 1.40. The family
(
Kt

)
t>0

is called an approximate unit since the lemma in particular
says that Kt → δ0 in D ′(Rn) as t↘ 0.

Proof. [The proof is not examinable.] Fix ϕ ∈ S (Rn) and let ε > 0. For t > 0 and x ∈ Rn we estimate

∣∣Kt ∗ ϕ(x) − ϕ(x)
∣∣ ⩽ ∫

Rn
|K(y)||ϕ(x − ty) − ϕ(x)| dy.

The integral is split into two parts corresponding to |y| ⩽ m and |y| > m, respectively, where m > 0 is chosen so

∫
|y|>m

|K(y)| dy <
ε

2
(
1 + 2‖ϕ‖∞

) .
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Hereby

∣∣Kt ∗ ϕ(x) − ϕ(x)
∣∣ ⩽(∫

|y|>m
+

∫
|y|⩽m

)
|K(y)||ϕ(x − ty) − ϕ(x)| dy

⩽2‖ϕ‖∞
∫
|y|>m

|K(y)| dy +

∫
|y|⩽m

|K(y)||ϕ(x − ty) − ϕ(x)| dy

< ε
2

+

∫
|y|⩽m

|K(y)||ϕ(x − ty) − ϕ(x)| dy.

The second integral is estimated by use of the fundamental theorem of calculus, whereby we for each x ∈ Rn, t > 0 and |y| ⩽ m have

∣∣ϕ(x − ty) − ϕ(x)
∣∣ ⩽ ∫ 1

0

∣∣∇ϕ(x − sty)
∣∣tm ds ⩽ ‖∇ϕ‖∞tm,

hence

∣∣Kt ∗ ϕ(x) − ϕ(x)
∣∣ ⩽ ε

2
+

∫
|y|⩽m

|K(y)|‖∇ϕ‖∞tm dy

⩽ ε
2

+ ‖K‖1‖∇ϕ‖∞mt < ε

provided t ∈ (0, ε

2
(
1+∥K∥1∥∇ϕ∥∞m

) ). This establishes the uniform convergence, Kt ∗ϕ → ϕ on Rn as t ↘ 0. To establish the convergence

in L1 we proceed in a similar way, this time taking m > 0 so

∫
|y|>m

|K(y)| dy <
ε

2
(
1 + 2‖ϕ‖1

) .
Then we estimate, using Tonelli’s theorem to swap integration orders in the last line:

‖Kt ∗ ϕ − ϕ‖1 =

∫
Rn

∣∣∣∣∫
Rn

K(y)
(
ϕ(x − ty) − ϕ(x)

)
dy

∣∣∣∣ dx
⩽
∫
Rn

∫
Rn

|K(y)|
∣∣ϕ(x − ty) − ϕ(x)

∣∣ dy dx

=

∫
Rn

|K(y)|
∫
Rn

∣∣ϕ(x − ty) − ϕ(x)
∣∣ dx dy.

We split the y-integral as in the previous part of the proof and with the above choice of m we estimate as before resulting in

‖Kt ∗ ϕ − ϕ‖1 ⩽ ε
2

+ ‖K‖1‖∇ϕ‖1mt < ε

provided t ∈ (0, ε

2
(
1+∥K∥1∥∇ϕ∥1m

) ).
Finally for f ∈ L1(Rn) we take ϕ ∈ S (Rn) so ‖f − ϕ‖1 < ε/2. Then

‖Kt ∗ f − f‖1 ⩽‖Kt ∗ (f − ϕ)‖ + ‖Kt ∗ ϕ − ϕ‖1 + ‖ϕ − f‖1
⩽2‖f − ϕ‖1 + ‖Kt ∗ ϕ − ϕ‖1
<ε + ‖Kt ∗ ϕ − ϕ‖1

and the conclusion follows from the result for ϕ ∈ S (Rn).

Proof of Theorem 1.36. First we note that since by Lemma 1.38∫
Rn

Ĝdξ =

∫
Rn

(2π)n/2Gdξ = (2π)n/2Ĝ(0) = (2π)n

we can use Lemma 1.39 with K = (2π)−nĜ. Accordingly we have for ϕ ∈ S (Rn) that((
(2π)−nĜ

)
t
∗ ϕ
)
(x) → ϕ(x) uniformly in x ∈ Rn as t↘ 0.
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Here we can also write the left-hand side, using the dilation, product and translation rules (in
that order): ((

(2π)−nĜ
)
t
∗ ϕ
)
(x) =(2π)−n

∫
Rn

ϕ(x− y)
(
Ĝ
)
t
(y) dy

=(2π)−n

∫
Rn

Fξ→y

(
ϕ(x− ξ)

)
G(ty) dy

=(2π)−n

∫
Rn

ϕ̂(−y)e−iy·xG(ty) dy.

By use of Lebesgue’s dominated convergence theorem we have, as t↘ 0,

(2π)−n

∫
Rn

ϕ̂(−y)e−iy·xG(ty) dy →(2π)−n

∫
Rn

ϕ̂(−y)e−iy·x dy

=(2π)−n

∫
Rn

ϕ̂(y)eiy·x dy

concluding the proof.

The above method is easily adapted to also give the Fourier Inversion Formula in L1. While
this result will also be a consequence of the much more general Fourier Inversion Formula that
we establish in the next section we have chosen to present it here for two reasons. First, we
shall use it to prove a convolution rule in this section. Second, and more important, it serves
as an illustration that even though the general definitions we make in the next section look
quite soft they are indeed well chosen and have interesting ramifications!

Theorem 1.41. [Fourier Inversion Formula in L1(Rn)]

Let f ∈ L1(Rn). Then

f(x) = lim
t↘0

(2π)−n

∫
Rn

f̂(ξ)eix·ξ−
t2|ξ|2
2 dξ in L1(Rn). (8)

Consequently, when also f̂ ∈ L1(Rn), then

f(x) = (2π)−n

∫
Rn

f̂(ξ)eix·ξ dξ (9)

holds almost everywhere.

Proof. As above we have by the product, translation and dilation rules for each t > 0 and all
x ∈ Rn: (

f ∗
(
(2π)−nĜ

)
t

)
(x) = (2π)−n

∫
Rn

f̂(ξ)eix·ξ−
t2|ξ|2
2 dξ.

By the Lemma 1.39 the left-hand side converges to f in L1(Rn) as t ↘ 0, hence (8) holds. If
also f̂ ∈ L1(Rn), then Lebesgue’s dominated convergence theorem allows us to conclude (9).
Note that in this case the Riemann-Lebesgue lemma tells us that the right-hand side of (9)
belongs to C0(Rn).
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Proposition 1.42. [The convolution rule] If φ, ψ ∈ S (Rn), then

(̂φψ) = (2π)−nφ̂ ∗ ψ̂.

Proof. Since φ̂, ψ̂ both belong to S (Rn) they are in particular integrable, and so we can use
the convolution rule we derived for L1 functions. Hereby we find, using the Fourier Inversion
Formula in S in the second step,

̂̂
φ ∗ ψ̂ =̂̂φ̂̂ψ

=(2π)2nφ̃ψ̃,

and the conclusion follows by use of the Fourier Inversion Formula in L1.

Corollary 1.43. If ϕ, ψ ∈ S (Rn), then ϕ ∗ ψ ∈ S (Rn) too.

Using the Fourier bounds (5) one can, for instance, show bounds of the form

Sk,l(ϕ ∗ ψ) ⩽ cSk+n+1,l+n+1(ϕ)Sk+n+1,0(ψ),

where ϕ, ψ ∈ S (Rn), k, l ∈ N0 and c = c(n, k, l) is a constant.

Exercise: Prove that for multi-indices α, β ∈ Nn
0 and ϕ, ψ ∈ S (Rn) we have

Sα,β(ϕ ∗ ψ) ⩽ 2|α|c(n, 1)S|α|,|β|(ϕ)Sn+1+|α|,0(ψ),

where c(n, 1) is the constant from Proposition 1.32. Conclude that ϕ ∗ ψ ∈ S (Rn).

(Hint: Write for x, y ∈ Rn,

xα = (x− y + y)α =
∑
γ⩽α

(
α

γ

)
(x− y)α−γyγ ,

and deduce that

xα(ϕ ∗ ψ)(x) =
∑
γ⩽α

(
α

γ

)((
(·)α−γϕ

)
∗
(
(·)γψ

))
(x).

The result follows from this.)

1.4 Tempered distributions

The product rule that was established for L1 functions becomes an adjoint identity for the
Fourier transform if we restrict it to Schwartz test functions. We can then consistently extend
the Fourier transform to a class of distributions:

Definition 1.44. [Tempered Distributions] A functional u : S (Rn) → C is a tempered
distribution if
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(i) u is linear, and

(ii) u is S continuous: if ϕj → ϕ in S (Rn), then u(ϕj) → u(ϕ).

The set of all tempered distributions on Rn is denoted by S ′(Rn).

Bracket notation: As for the other classes of distributions we often write 〈u, ϕ〉 = u(ϕ).

Note that when u : S (Rn) → C is a linear functional, then the S continuity (ii) will follow
provided we can prove it holds for ϕ = 0.

Remark 1.45. Because D(Rn) < S (Rn) < C∞(Rn) (where we recall that ’<’ signifies ’proper
subspace of’) it follows that

E ′(Rn) < S ′(Rn) < D ′(Rn).

Indeed, if u ∈ S ′(Rn), then the restriction u|D(Rn) of course remains linear and if ϕj → 0
in D(Rn), then the convergence also holds in the S (Rn) sense, whereby 〈

(
u|D(Rn)

)
, ϕj〉 =

〈u, ϕj〉 → 0 proving that u|D(Rn) ∈ D ′(Rn). The subspace test easily gives that S ′(Rn) is a

subspace of D ′(Rn). To see that it is a proper subspace we show that e|x|
2 ∈ D ′(Rn) \S ′(Rn):

we only need to argue that it is not a tempered distribution. Assume it were and denote it
by T . Then we would have 〈T, ϕ〉 =

∫
Rnϕ(x)e

|x|2 dx for ϕ ∈ D(Rn). Now e−|x|2 ∈ S (Rn) and

taking ϕj = e−|x|2χj ∈ D(Rn), where χj = ρ ∗1Bj(0) (ρ is the standard mollifier kernel on Rn),

we see that ϕj → e−|x|2 in S (Rn). The specific construction also means that ϕj(x) ↗ e−|x|2

pointwise in x ∈ Rn, so using Lebesgue’s monotone convergence theorem and that T is S
continuous we get a contradiction, namely

〈T, e−|x|2〉 = lim
j→∞

〈T, ϕj〉 = lim
j→∞

∫
Rn

e|x|
2
ϕj(x) dx

=

∫
Rn

1Rn(x) dx = ∞.

The proof that the space of compactly supported distributions forms a proper subspace of the
tempered distributions is left as an exercise.

Remark 1.46. We emphasize that a tempered distribution is uniquely determined by its values
on D(Rn), namely if u ∈ S ′(Rn) and 〈u, ϕ〉 = 0 holds for all ϕ ∈ D(Rn), then u = 0. This
follows because D(Rn) is S dense in S (Rn) and u is S continuous.

Example 1.47. [Lp functions as tempered distributions] We have Lp(Rn) < S ′(Rn) for
all p ∈ [1,∞], where the tempered distribution corresponding to f ∈ Lp(Rn) will be denoted
by Tf and given by the rule

〈Tf , φ〉 =
∫
Rn

fφ dx, φ ∈ S (Rn).

We must show that it is well-defined, linear and S continuous. Fix φ ∈ S (Rn). Clearly
x 7→ f(x)φ(x) is measurable. If q is the Hölder conjugate exponent to p, so 1

p + 1
q = 1, then
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Hölder’s inequality yields∫
Rn

|fφ| dx ⩽ ‖f‖p‖φ‖q ⩽ c(n, q)‖f‖pSn+1,0(φ) <∞.

The bound is slightly better when q = ∞, see Proposition 1.32. In any case, Tf is well-defined
on S (Rn), and is then clearly also linear there. Furthermore, the above bound implies that∣∣〈Tf , φ〉∣∣ ⩽ cSn+1,0(φ)

holds for all φ ∈ S (Rn), where c is a constant. Consequently Tf is S continuous and therefore
a tempered distribution (indeed, if ϕj → 0 in S (Rn), then the above bound gives 〈Tf , ϕj〉 → 0).

Because the tempered distribution Tf is uniquely determined by its values on D(Rn) it follows
from the fundamental lemma of the calculus of variations (see B4.3) that Tf uniquely deter-
mines f as an Lp function. We therefore also in the case of tempered distributions identify Tf
directly with f , and write Tf = f .

Example 1.48. [Finite Borel measures as tempered distributions] If µ is a finite Borel
measure on Rn, then we define

〈Tµ, φ〉 =
∫
Rn

φdµ, φ ∈ S (Rn).

It is easy to see that Tµ is well-defined and linear on S (Rn), and since also
∣∣〈Tµ, φ〉∣∣ ⩽

µ(Rn)S0,0(φ) holds for all φ ∈ S (Rn) it is also S continuous, hence is a tempered distribution.
As in the D ′(Rn) context the distribution Tµ uniquely determines the measure µ, so in the
sequel we identify Tµ with µ and write simply Tµ = µ.

In particular we record that the Diract measures δa concentrated at points a ∈ Rn are tempered
distributions.

As we have seen that the function f = e|x|
2 ∈ L∞

loc(Rn) does not correspond to a tempered
distribution we must conclude that in order to be a tempered distribution, a function cannot
grow too fast at infinity. This is admittedly quite vague, but it has to be and we will return
to this point later. Meanwhile we introduce the natural replacement for local Lp functions in
the tempered context:

Definition 1.49. [Tempered Lp functions and measures] Let p ∈ [1,∞]. Then f ∈
Lp
loc(R

n) is a tempered Lp function if there exists m ∈ N0 so

f(x)(
1 + |x|2

)m
2

∈ Lp(Rn).

A Borel measure µ on Rn is a tempered measure if there exists m ∈ N0 so
(
1 + |x|2

)−m
2 µ is a

finite measure on Rn: ∫
Rn

dµ(x)(
1 + |x|2

)m
2

<∞.
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Example 1.50. [Tempered Lp functions and measures as tempered distributions]

Fix p ∈ [1,∞] and assume that f is a tempered Lp function, say f(x)/
(
1 + |x|2

)m/2 ∈ Lp(Rn).
If ϕ ∈ S (Rn), then from

f(x)ϕ(x) =
f(x)(

1 + |x|2
)m

2

(
1 + |x|2

)m
2 ϕ(x)

we get by use of Hölder’s inequality∫
Rn

|f(x)ϕ(x)|dx ⩽
∥∥∥∥∥ f(·)(

1 + | · |2
)m

2

∥∥∥∥∥
p

∥∥∥∥(1 + | · |2
)m

2 ϕ(·)
∥∥∥∥
q

⩽cSm+n+1,0(ϕ) <∞,

where c is a constant that depends on f , n, q and obtained from Proposition 1.32. It follows
that

〈f, ϕ〉 =
∫
Rn

fϕ dx, ϕ ∈ S (Rn),

is well-defined, linear and S continuous, hence that it is a tempered distribution on Rn.

Likewise if µ is a tempered measure on Rn, then

〈µ, ϕ〉 =
∫
Rn

ϕ dµ, ϕ ∈ S (Rn)

is well-defined, linear and S continuous, so also a tempered distribution on Rn.

As in the case of the D ′ distributions the crucial continuity property of tempered distributions
can be recast as a boundedness property.

Proposition 1.51. [The boundedness property of tempered distributions]

Let u : S (Rn) → C be linear. Then u ∈ S ′(Rn) if and only if there exist constants c ⩾ 0, k,
l ∈ N0 such that ∣∣〈u, φ〉∣∣ ⩽ cS̄k,l(φ) (10)

holds for all φ ∈ S (Rn).

Remark 1.52. It follows that tempered distributions have finite order: when (10) holds the
order of u is at most l.

Proof. The if part is clear. To prove the only if statement, assume u is S continuous but
that (10) fails for all c = k = l = j ∈ N: there exist φj ∈ S (Rn) such that

|〈u, φj〉| > jS̄j,j(φj).
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Clearly φj 6= 0, so S̄j,j(φj) > 0 and we may define

ψj =
φj

jS̄j,j(φj)
∈ S (Rn).

Fix α, β ∈ Nn
0 . Then for j ⩾ |α|, |β| we have Sα,β(ψj) ⩽ j−1, so Sα,β(ψj) → 0 as j → ∞.

Since α, β were arbitrary we conclude that ψj → 0 in S (Rn) and so, by S continuity of u,
〈u, ψj〉 → 0. But this contradicts |〈u, ψj〉| > 1 for all j ∈ N.

Definition 1.53. [Convergence of Tempered Distributions] For a sequence (uj) in
S ′(Rn) and u ∈ S ′(Rn) we write

uj −→ u in S ′(Rn)

if 〈uj , φ〉 → 〈u, φ〉 for each fixed φ ∈ S (Rn).

Remark 1.54. Since D(Rn) < S (Rn) this is stronger than convergence in D ′(Rn), but as
in that case is otherwise a very weak notion of convergence. Note that if K ∈ L1(Rn) and∫
RnK dx = 1, then Kt → δ0 in S ′(Rn) as t↘ 0. This follows from Lemma 1.39.

1.4.1 The adjoint identity scheme in the tempered context.

Using the adjoint identity scheme in S (Rn) we may consistently extend operations on Schwartz
test functions to tempered distributions. The procedure is exactly the same as in the D context:
we have an operation on Schwartz test functions that we would like to extend to tempered
distributions. This is a linear map T : S (Rn) → S (Rn) and we assume that there exists a
linear and S continuous map S : S (Rn) → S (Rn) so that the adjoint identity∫

Rn

T (ϕ)ψ dx =

∫
Rn

ϕS(ψ) dx

holds for all ϕ, ψ ∈ S (Rn). We may then define T̄ : S ′(Rn) → S ′(Rn) by the rule: for
u ∈ S ′(Rn) put 〈

T̄ (u), ϕ
〉
:=
〈
u, S(ϕ)

〉
, ϕ ∈ S (Rn).

We note that hereby T̄ (u) : S (Rn) → S (Rn) is linear and S continuous, so T̄ : S ′(Rn) →
S ′(Rn) is well-defined. It is then clearly also linear. It is S ′ continuous, since the definitions
easily give that if uj → u in S ′(Rn), then also T̄ (uj) → T̄ (u) in S ′(Rn). The adjoint identity
guarantees consistency, meaning that T̄ |S (Rn) = T , and as we did in the D context we shall
usually skip the bar and simply denote the extension T̄ by T again.

Definition 1.55. For α ∈ Nn
0 , p(x) ∈ C[x], θ ∈ S (Rn) and u ∈ S ′(Rn) we define the tempered

distributions ∂αu, pu, û and u ∗ θ by the rules

〈∂αu, φ〉 ..= (−1)|α|〈u, ∂αφ〉,
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〈pu, φ〉 ..= 〈u, pφ〉,

〈û, φ〉 ..= 〈u, φ̂〉,

〈u ∗ θ, φ〉 ..= 〈u, θ̃ ∗ φ〉.

We also define composition with orthogonal maps θ∗u, ũ, the translation τhu, and dilations dru,
ur as on D ′(Rn). All of the above operations are linear and continuous in the sense of S ′(Rn),
and, as we will see, the rules for the Fourier Transform on S (Rn) also hold on S ′(Rn).

Remark 1.56. [Consistency with definition of F on L1] We have consistency on the space
of Schwartz test functions by the adjoint identity scheme, but we should also check that we have
consistency with our definition of the Fourier transform on L1. To make the discussion clearer
we shall in this remark revert to the notation Tg for the tempered distribution corresponding
to the tempered Lp function g. Fix f ∈ L1(Rn) and consider the corresponding tempered
distribution Tf . Now T̂f ∈ S ′(Rn) is given by the rule 〈T̂f , ϕ〉 :=

∫
Rnfϕ̂ dx for ϕ ∈ S (Rn).

By the product rule on L1 we have for ϕ ∈ S (Rn):∫
Rn

f̂ϕ dx =

∫
Rn

fϕ̂dx = 〈T̂f , ϕ〉,

and consequently T̂f = T
f̂
.

Theorem 1.57. [Fourier Inversion Formula on S ′(Rn)]

The Fourier transform F : S ′(Rn) → S ′(Rn) is a linear bijection with inverse F−1 = (2π)−nF̃ .

Proof. We check that
(
(2π)−nF̃

)
◦ F = F ◦

(
(2π)−nF̃

)
= I, the identity on S ′(Rn). Our

definitions allow us to deduce it from the Fourier Inversion Formula on S (Rn) as follows. Fix
u ∈ S ′(Rn). Then for φ ∈ S (Rn) we have〈

(2π)−nF̃Fu, φ
〉
=
〈
u, (2π)−nFF̃φ

〉
=
〈
u, φ

〉
=
〈
u, (2π)−nF̃Fφ

〉
=
〈
(2π)−nFF̃u, φ

〉
.

Example 1.58. [Fourier transforms of finite Borel measures] Let µ be a finite Borel
measure on Rn, so that in particular µ ∈ S ′(Rn). For ϕ ∈ S (Rn) we have

〈µ̂, ϕ〉 =〈µ, ϕ̂〉 =
∫
Rn

ϕ̂(ξ) dµ(ξ)

=

∫
Rn

∫
Rn

ϕ(x)e−ix·ξ dx dµ(ξ).
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Note that ∫
Rn

∫
Rn

∣∣ϕ(x)e−ix·ξ∣∣dx dµ(ξ) = ‖ϕ‖1µ(Rn)

⩽ c(n, 1)µ(Rn)Sn+1,0(ϕ) <∞

where c(n, 1) is the constant from Proposition 1.32. Hence by Fubini’s theorem we may swap
the integration orders and conclude that

µ̂(ξ) =

∫
Rn

e−ix·ξ dµ(x), ξ ∈ Rn.

It is not difficult to prove that µ̂ is a uniformly continuous function on Rn. In general it
will however not vanish at infinity and so not belong to C0(Rn). For instance we have that
δ̂a = e−ia·ξ and in particular that

δ̂0 = 1

or more precisely it is the function 1Rn . If we use the Fourier Inversion Formula in S ′(Rn) we
get 1̂Rn = (2π)nδ0. Note that we can write the latter as

δ0 = (2π)−n lim
r→∞

∫
Br(0)

e−ix·ξ dx, (11)

where the convergence is understood in S ′(Rn). The formula (11) is the Fourier-Gel’fand
formula for Dirac’s delta-function.

Proposition 1.59. The rules stated in Propositions 1.3 (differentiation rule), 1.9 (invari-
ance under orthogonal maps), 1.11 (translation rules), 1.12 (dilation rules), 1.15 (reverse
differentiation rule) and Corollary 1.16 (generalized differentiation rules) remain true when
u ∈ S ′(Rn).

The proof is straight forward and left as an exercise. In particular note how the proof of
Corollary 1.16 simplifies in the present more general context!

Example 1.60. We defined the principal value distribution pv
(
1
x

)
by

〈
pv
(
1
x

)
, ϕ
〉
= lim

ε↘0

(∫ −ε

−∞
+

∫ ∞

ε

)
ϕ(x)

x
dx, ϕ ∈ D(R).

It is not difficult to see that we may take ϕ ∈ S (R) above and that pv
(
1
x

)
hereby is a tempered

distribution. We can also note that log |x| is a tempered L1(R) function, hence a tempered
distribution and that its distributional derivative equals pv

(
1
x

)
. The latter must therefore also

be a tempered distribution. Using the differentiation rules for the Fourier transform on the
identity xpv

(
1
x

)
= 1 that holds in S ′(R) and results from Example 1.58 we find

2πδ0 = 1̂R = x̂pv( 1x) = i ddξ p̂v(
1
x),
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hence
p̂v( 1x) = −2πiH + c,

where H = H(ξ) is Heaviside’s function and c ∈ C. In order to find the constant c we note
that the distribution pv( 1x) is odd (u is odd/even if ũ = −u/ũ = u) so

0 = p̂v( 1x) +
˜̂
pv( 1x) = −2πiH + c− 2πiH̃ + c

= −2πi + 2c,

so c = πi and p̂v
(
1
x

)
= πi− 2πiH, or

p̂v
(
1
x

)
(ξ) = −iπsgn(ξ).

Example 1.61. What is the Fourier transform of Heaviside’s function H? We Fourier transform
H ′ = δ0 by use of the differentiation rule to get 1 = Ĥ ′ = iξĤ. This is an inhomogeneous
linear equation and we see that it has pv( 1

iξ ) as a particular solution. The general solution
to the homogeneous equation is found by use of a result from B4.3 that says any distribution
with support in {0} must be a linear combination of δ0 and its derivatives. By inspection we
check it can only be cδ0, c ∈ C, so we infer that Ĥ = −ipv(1ξ ) + cδ0 for some c ∈ C. Now

1 = H + H̃ so by Fourier transform we get

2πδ0 = Ĥ +
˜̂
H = 2cδ0,

whereby c = π. Therefore
Ĥ = −ipv(1ξ ) + πδ0.

1.4.2 Multiplication by moderate C∞ functions

You will have noticed that we only defined the product of a tempered distribution with a
polynomial so far. The issue is of course that we cannot multiply with a general C∞ function
and we need to restrict to a subclass of these.

Definition 1.62. A function f : Rn → C is of polynomial growth if there exist constants c ⩾ 0,
m ∈ N0 such that

|f(x)| ⩽ c
(
1 + |x|2

)m
2

holds for all x ∈ Rn.

Remark 1.63. Obviously f is of polynomial growth if and only if there exists a polynomial p
on Rn such that |f(x)| ⩽ |p(x)| for all x.
Example 1.64. The example with u = e|x|

2
showed us that we cannot expect to make sense of

general Lp
loc(R

n) functions as tempered distributions. We concluded, heuristically, that to be
a tempered distribution, a function cannot grow too fast at infinity. As remarked already, this
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is vague and it has to be. Indeed, consider the L∞ function u = cos(ex) on R. Clearly we may
consider u ∈ S ′(R) and hence also its distributional derivative u′ ∈ S ′(R). Now it is easy to
see that u′ = − sin(ex)ex, where we must understand its action on ϕ ∈ S (Rn) as an improper
integral:

〈u′, ϕ〉 = − lim
s→∞

∫ s

−∞
sin(ex)exϕ(x) dx

since u′ /∈ L1(R). The function u′ is obviously not polynomially bounded.

Definition 1.65. A function a : Rn → C is said to be a moderate C∞ function if a ∈ C∞(Rn)
and all its partial derivatives ∂αa, α ∈ Nn

0 , have polynomial growth: for each multi-index
α ∈ Nn

0 we can find constants cα ⩾ 0, mα ∈ N0 so∣∣(∂αa)(x)∣∣ ⩽ cα
(
1 + |x|2

)mα
2 (12)

holds for all x ∈ Rn.

Example 1.66. Schwartz test functions ϕ ∈ S (Rn) and polynomials p(x) ∈ C[x] are clearly
moderate C∞ functions, as are cos(p(x)), sin(p(x)) and so on. The function e|x|

2
is C∞ but is

not moderate.

Proposition 1.67. If a, b : Rn → C are moderate C∞ functions and λ ∈ C, then also a+ λb
and ab are moderate C∞ functions. Furthermore, ∂αa is a moderate C∞ function for any
multi-index α.

Sketch of proof. That a + λb and ∂αa are moderate C∞ functions follow from the definition
immediately. For the product, ab, one must use the generalized Leibniz rule.

The key result for moderate C∞ functions follows:

Proposition 1.68. Let a : Rn → C be a moderate C∞ function. Then for all k, l ∈ N0 we
have that

Sk,l(aϕ) ⩽ 2lcl(n+ 1)mlSk+ml,l(ϕ)

holds for all ϕ ∈ S (Rn), where the constants cl := max|γ|⩽l cγ and ml := max|γ|⩽lmγ and cγ,
mγ are the constants in the bound (12) for a.

It follows in particular that ϕ 7→ aϕ is a linear and S continuous map from S (Rn) to itself.

Proof. Fix α, β ∈ Nn
0 with |α| ⩽ k, |β| ⩽ l. Then for ϕ ∈ S (Rn) we compute using the Leibniz
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rule and estimating as usual:

∣∣xα∂β(aφ)∣∣ =
∣∣∣∣∣∣
∑
γ⩽β

(
β

γ

)
(∂γa)xα(∂β−γϕ)

∣∣∣∣∣∣
⩽
∑
γ⩽β

(
β

γ

)∣∣∂γa∣∣∣∣xα(∂β−γϕ)
∣∣

⩽
∑
γ⩽β

(
β

γ

)
cγ
(
1 + |x|

)mγ
∣∣xα(∂β−γϕ)

∣∣
⩽
∑
γ⩽β

(
β

γ

)
cγ(n+ 1)mγ−1

(
1 +

n∑
j=1

|xj |mγ
)∣∣xα(∂β−γϕ)

∣∣
⩽cl(n+ 1)ml−1

∑
γ⩽β

(
β

γ

)(
Sk,l(ϕ) + nSk+ml,l(ϕ)

)
⩽cl(n+ 1)ml2|β|Sk+ml,l(ϕ)

⩽cl(n+ 1)ml2lSk+ml,l(ϕ).

The remaining assertions all follow easily from this bound.

In view of this proposition we may define the product of a tempered distribution u with a
moderate C∞ function a: if u ∈ S ′(Rn) and a : Rn → C is a moderate C∞ function, then

〈au, φ〉 ..= 〈u, aφ〉, φ ∈ S (Rn).

Clearly, au ∈ S ′(Rn) and with the obvious definition of ua we clearly have ua = au. Further-
more, the map

S ′(Rn) 3 u 7−→ au ∈ S ′(Rn)

is linear and S ′ continuous. It is also easy to check that the Leibniz rule remains valid in the
present context:

∂j
(
au
)
= (∂ja)u+ a∂ju (1 ⩽ j ⩽ n).

1.4.3 Mollification and approximation

We defined the tempered distribution u ∗ θ = θ ∗ u by the adjoint identity scheme when
u ∈ S ′(Rn) and θ ∈ S (Rn).

Proposition 1.69. [Convolution with Schwartz test function.] If u ∈ S ′(Rn) and
θ ∈ S (Rn), then u ∗ θ is a moderate C∞ function and

(u ∗ θ)(x) =
〈
u, θ(x− ·)

〉
, x ∈ Rn.

Furthermore we have for each α ∈ Nn
0 that

∂α
(
u ∗ θ

)
=
(
∂αu

)
∗ θ = u ∗

(
∂αθ

)
. (13)
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Proof. The proof that u ∗ θ ∈ C∞(Rn) , (u ∗ θ)(x) =
〈
u, θ(x − ·)

〉
and (13) is identical to the

proof given for a similar result in B4.3 and so we skip the details here. It remains to show that
u ∗ θ is moderate. In view of (13) it suffices to show that it has polynomial growth. In order
to do that we invoke the boundedness property of u: according to Proposition 1.51 there exist
constants c ⩾ 0, k, l ∈ N0 so ∣∣〈u, ϕ〉∣∣ ⩽ cSk,l(ϕ)

holds for all ϕ ∈ S (Rn). We apply this with ϕ = θ(x−·), whereby
∣∣〈u, θ(x−·)〉

∣∣ ⩽ cSk,l(θ(x−·))
results for each x ∈ Rn. Now for multi-indices |α| ⩽ k, |β| ⩽ l we estimate for x, y ∈ Rn:∣∣yα∂βy θ(x− y)

∣∣ =∣∣yα(∂βθ)(x− y)
∣∣

=
∣∣(y − x+ x)α(∂βθ)(x− y)

∣∣
⩽
∑
γ⩽α

(
α

γ

)∣∣(x− y)γ(∂βθ)(x− y)
∣∣|xα−γ |

⩽
∑
γ⩽α

(
α

γ

)
Sγ,β(θ)|xα−γ |

⩽Sk,l(θ)
∑
γ⩽α

(
α

γ

)
|xα−γ |

=Sk,l(θ)

n∏
j=1

(
1 + |xj |

)αj

⩽Sk,l(θ)
(
1 + |x|

)k
.

Consequently we have for all x ∈ Rn,∣∣〈u, θ(x− ·)〉
∣∣ ⩽ cSk,l(θ)

(
1 + |x|

)k
,

concluding the proof. (Note that
(
1 + |x|2

)1
2 ⩽ 1 + |x| ⩽

√
2
(
1 + |x|2

)1
2 holds for all x, so

it is not important that we stated the polynomial growth in terms of
(
1 + |x|2

)1
2 rather than

1 + |x|.)

We turn to the issue of approximation.

Proposition 1.70. [Mollification of tempered distributions.] Let u ∈ S ′(Rn) and let(
ρε
)
ε>0

be the standard mollifier on Rn. Then

u ∗ ρε → u in S ′(Rn) as ε↘ 0.

Furthermore, we can find uε ∈ D(Rn) (note: compactly supported test functions), so

uε → u in S ′(Rn) as ε↘ 0.

The proof is similar to a proof in the D setting and one should use Example 1.30. We leave
the details as an exercise.
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1.5 The Fourier transform on L2

1.5.1 Plancherel’s theorem

Theorem 1.71. [Plancherel’s Theorem] The Fourier transform F : L2(Rn) → L2(Rn) is
bijective, and (2π)−n/2F is unitary (isometric and onto). That is, F(L2) = L2 and

‖f̂‖2 = (2π)n/2‖f‖2 (14)

for f ∈ L2(Rn), and more generally∫
Rn

f(x)g(x) dx = (2π)−n

∫
Rn

f̂(ξ)ĝ(ξ) dξ. (15)

for f , g ∈ L2(Rn). Furthermore, the Fourier transform f̂ is given by

f̂(ξ) = lim
j→∞

∫
Bj(0)

f(x)e−iξ·x dx (16)

with convergence in L2(Rn).

The two identities (14), (15) are often called Parseval’s formulae.

Remark 1.72. It is important to realize that when f ∈ L2(Rn), then x 7→ f(x)e−iξ·x need
not be integrable on Rn so that the Fourier transform f̂ must be defined as for a tempered
distribution (that is by the adjoint identity scheme as in Definition 1.55). This also means
that the convergence in (16) takes place in L2(Rn) and we emphasize that this does not imply
convergence pointwise almost everywhere in ξ. However, by a standard consequence of L2

convergence (how?), there exists a subsequence (jk) of (j) (that will depend on f in general)
such that

f̂(ξ) = lim
k→∞

∫
Bjk

(0)
f(x)e−iξ·x dx

holds pointwise almost everywhere in ξ ∈ Rn.

Proof. We start by observing that for φ, ψ ∈ S (Rn)∫
Rn

φψ̄ dx = (2π)−n

∫
Rn

φ̂
¯̂
ψ dξ,

and in particular for φ = ψ ∫
Rn

|φ|2 dx = (2π)−n

∫
Rn

|φ̂|2 dξ. (17)

This follows from the product rule and the Fourier Inversion Formula on S (Rn): clearly
ψ̄ ∈ S (Rn), so F−1(ψ̄) ∈ S (Rn) and so∫

Rn

φψ̄ dx =

∫
Rn

φF(F−1ψ̄) dx =

∫
Rn

φ̂F−1(ψ̄) dx.
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Now

F−1(ψ̄)(x) = (2π)−n

∫
Rn

ψ̄(y)eix·y dy = (2π)−n

∫
Rn

ψ(y)e−ix·y dy = (2π)−nψ̂(x).

If now f ∈ L2(Rn) we know that there exist fj ∈ D(Rn) ⊂ S (Rn) so ‖f − fj‖2 → 0. Clearly
this means in particular that fj → f in S ′(Rn), and thus by S ′-continuity of the Fourier

transform, f̂j → f̂ in S ′(Rn). By (17) we see that∫
Rn

|f̂j − f̂k|2 dξ = (2π)n
∫
Rn

|fj − fk|2 dx,

so (f̂j) is Cauchy in L2. It is thus convergent in L2 by the Riesz–Fischer theorem (see below)

f̂j → g in L2(Rn) for some g ∈ L2(Rn). Clearly then f̂j → g in S ′(Rn) too, and so g = f̂ .
Finally we note that f1Bj(0) → f in L2(Rn) so the Fourier transform can be found as an L2

limit as asserted.

Theorem 1.73. [The Riesz–Fischer theorem] Let p ∈ [1,∞]. Then Lp(Rn) with the norm
‖ · ‖p is complete: if

(
fj
)
is a Cauchy sequence in Lp(Rn), then there exists f ∈ Lp(Rn) so

‖f − fj‖p → 0.

So far we have shown that F : L1(Rn) → C0(Rn) ⊂ L∞(Rn) and F : L2(Rn) → L2(Rn) as
continuous linear maps. What happens on the other Lp spaces? Note that if f ∈ Lp(Rn) for
some p ∈ (1, 2), then we may write f = f1 + f2, where

f1 =

{
f if |f | ⩾ 1,
0 if |f | < 1,

and f2 =

{
0 if |f | ⩾ 1,
f if |f | < 1,

and since ‖f1‖1 ⩽ ‖f‖p, ‖f2‖2 ⩽ ‖f‖p it follows that f̂ = f̂1 + f̂2 ∈ C0(Rn) + L2(Rn). But in
fact a much more precise result holds true:

Theorem 1.74. [Hausdorff–Young] For p ∈ (1, 2) and 1
p + 1

q = 1 we have for f ∈ Lp(Rn)

that f̂ ∈ Lq(Rn) with
‖f̂‖q ⩽ (2π)n/q‖f‖p.

We will not prove the result here and merely remark that the Fourier transform on Lebesgue
spaces is onto a Lebesgue space only when p = 2. For p > 2 it can be shown that the image
F(Lp(Rn)) contains tempered distributions of positive orders.

1.5.2 L2 based Sobolev spaces

A benefit of distribution theory is that it allows us to find solutions to problems that have no
classical solution. But we often want our solutions to be regular distributions and preferably
as nice as possible. The theory of Sobolev spaces can often be used quite efficiently for that.
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Proposition 1.75. [An L2 identity for the Laplacian]

Let u ∈ L2(Rn) and assume ∆u ∈ L2(Rn). Then ∂j∂ku ∈ L2(Rn) for all 1 ⩽ j, k ⩽ n, and

n∑
j,k=1

‖∂j∂ku‖22 = ‖∆u‖22. (18)

Remark 1.76. If we only assume that v ∈ S ′(Rn) and ∆v ∈ L2(Rn), then it is an exercise to
show that for some harmonic polynomial p ∈ C[x] the conclusion of Proposition 1.75 applies
to u = v + p.

Proof. First we note that according to the differentiation rule ∆̂u = −|ξ|2û and ∂̂j∂ku = −ξjξkû
hold in S ′(Rn). By Plancherel’s theorem û, ∆̂u ∈ L2(Rn), so

∂̂j∂ku =
ξjξk
|ξ|2

(
−|ξ|2û

)
=
ξjξk
|ξ|2

∆̂u ∈ L2(Rn),

and therefore by Plancherel’s theorem again, ∂j∂ku ∈ L2(Rn). Next, we use Parseval’s formula:

n∑
j,k=1

‖∂j∂ku‖22 =(2π)−
n
2

n∑
j,k=1

‖∂̂j∂ku‖22

=(2π)−
n
2

n∑
j,k=1

∫
Rn

(
ξjξk
|ξ|2

)2 ∣∣∆̂u∣∣2 dξ
=(2π)−

n
2

∫
Rn

∣∣∆̂u∣∣2 dξ
=‖∆u‖22,

where we used that
∑n

j,k=1 ξ
2
j ξ

2
k =

(∑n
j=1 ξ

2
j

)2
= |ξ|4.

Proposition 1.77. [An interpolation inequality]

Assume u, ∆u ∈ L2(Rn). Then also ∂ju ∈ L2(Rn) for each j ∈ {1, . . . , n} and

n∑
j=1

‖∂ju‖22 ⩽ n
2 ‖u‖

2
2 +

1
2‖∆u‖

2
2.

Proof. Let uε = ρε ∗ u, where
(
ρε
)
ε>0

is the standard mollifier on Rn. For ε′, ε′′ > 0 we put

ϕ = uε′ − uε′′ and record that ϕ ∈ C∞(Rn) ∩ S ′(Rn) and ϕ, ∆ϕ ∈ L2(Rn). The latter follows
from ∆ϕ =

(
ρε′ − ρε′′

)
∗∆u and properties of mollification. Then by the differentiation rule

∂̂jϕ = iξjϕ̂, and as ϕ̂ ∈ L2(Rn) by Plancherel’s theorem, the distribution ∂̂jϕ is a tempered L2
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function and we can estimate ∣∣∂̂jϕ∣∣ = |ξj |
∣∣ϕ̂∣∣ ⩽ 1+ξ2j

2

∣∣ϕ̂∣∣
⩽ 1+|ξ|2

2

∣∣ϕ̂∣∣
= 1

2

(∣∣ϕ̂∣∣+ ∣∣∆̂ϕ∣∣).
By Plancherel’s theorem again we infer that the n functions ∂jϕ are L2, hence by Parseval’s
formula

n∑
j=1

‖∂jϕ‖22 =(2π)−
n
2

n∑
j=1

‖∂̂jϕ‖22

⩽(2π)−
n
2

(
n

2
‖ϕ̂‖22 + 1

2‖∆̂ϕ‖
2
2

)
⩽n

2 ‖ϕ‖
2
2 +

1
2‖∆ϕ‖

2
2.

Because u, ∆u ∈ L2(Rn) the families (uε) and (∆uε) are both Cauchy in L2 as ε ↘ 0, and
the above estimate then implies that also the n families (∂juε) are Cauchy in L2 as ε ↘ 0.
But then by the Riesz–Fischer theorem there exist n functions gj ∈ L2(Rn) so ∂juε → gj in
L2(Rn) as ε↘ 0. Because uε → u in L2(Rn) also uε → u in S ′(Rn), and so by S ′ continuity
of differentiation, ∂juε → ∂ju in S ′(Rn). It follows that gj = ∂ju and the interpolation
inequality is then an easy consequence of the differentiation rule and Parseval’s formula.

Propositions 1.75 and 1.77 show that when u, ∆u ∈ L2(Rn), then u is a W2,2 Sobolev function:
∂αu ∈ L2(Rn) for each multi-index α ∈ Nn

0 with |α| ⩽ 2. The Plancherel theorem makes it
possible to define the Wk,2 spaces in terms of the Fourier transform:

Wk,2(Rn) =

{
u ∈ S ′(Rn) :

(
1 + |ξ|2

)k
2 û ∈ L2(Rn)

}
.

The norm

‖u‖Hk :=
∥∥(1 + |ξ|2

)k
2 û
∥∥
2

is equivalent to the norm ‖ · ‖Wk,2 that we defined in B4.3 as

‖u‖Wk,2 =

∑
|α|⩽k

‖∂αu‖22


1
2

.

Both norms come from inner products, where we record that ‖u‖Hk =
√
(u, u)Hk and

(u, v)Hk :=

∫
Rn

û(ξ)v̂(ξ)
(
1 + |ξ|2

)k
dξ.

The fact that we have this equivalent definition in terms of the Fourier transform allows us to
define a scale of L2 based Sobolev spaces that includes any differentiation order s ∈ R:
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Definition 1.78. [Sobolev spaces of real order s] Let s ∈ R. Then

Hs(Rn) :=

{
u ∈ S ′(Rn) :

(
1 + |ξ|2

) s
2 û ∈ L2(Rn)

}
with inner product

(u, v)Hs :=

∫
Rn

û(ξ)v̂(ξ)
(
1 + |ξ|2

)s
dξ

and corresponding norm ‖u‖Hs :=
√

(u, u)Hs .

Hs(Rn) is an example of a Hilbert space (that is, a normed vector space where the norm is
defined by an inner product and where the corresponding metric space is complete). The
theory of Hilbert spaces is discussed in Functional Analysis 1 & 2.

We record that H0(Rn) = L2(Rn) and that the scale is nested: when s < t we have

Ht(Rn) < Hs(Rn).

The regularity of distributions in Hs(Rn) increases with s ∈ R in the following precise sense:

Proposition 1.79. Let u ∈ Hs(Rn) for some s > n
2 . Then u ∈ Ck(Rn) for each k ∈ N0 with

k < s− n
2 , and in fact ∂αu ∈ C0(Rn) for each multi-index with |α| < s− n

2 .

Proof. Let α ∈ Nn
0 satisfy |α| < s − n

2 . By the differentiation rule ∂̂αu = (iξ)αû, and since in
particular û ∈ L2(Rn) and

|ξα| =
n∏

j=1

|ξj |αj ⩽
n∏

j=1

|ξ|αj = |ξ||α|

⩽
(
1 + |ξ|2

) |α|
2

we may estimate

|ξαû| ⩽
(
1 + |ξ|2

) |α|
2 |û|

=
(
1 + |ξ|2

) |α|−s
2
(
1 + |ξ|2

) s
2 |û|.

By the Cauchy–Schwarz inequality∫
Rn

|ξαû|dξ ⩽
∥∥(1 + |ξ|2

) |α|−s
2
∥∥
2

∥∥(1 + |ξ|2
) s
2 |û|

∥∥
2

=
∥∥(1 + |ξ|2

) |α|−s
2
∥∥
2
‖u‖Hs .

35



We check that the first factor is finite by calculating in polar coordinates:

∥∥(1 + |ξ|2
) |α|−s

2
∥∥2
2
=

∫
Rn

(
1 + |ξ|2

)|α|−s
dξ

=

∫ ∞

0

∫
∂Br(0)

(
1 + r2

)|α|−s
dSξ dr

=ωn−1

∫ ∞

0

rn−1

(1 + r2)s−|α| dr.

Here the exponent s − |α| > n
2 so the integral is finite, proving that ∂̂αu ∈ L1(Rn). By the

Fourier Inversion Formula in S ′(Rn) we have (2π)n∂̃αu =
̂̂
∂αu and the latter belongs to C0(Rn)

by virtue of the Riemann–Lebesgue lemma. But then clearly also ∂αu ∈ C0(Rn) concluding
the proof.

1.6 The Fourier transform and convolutions

Proposition 1.80. If u ∈ S ′(Rn) and θ ∈ S (Rn), then û ∗ θ = ûθ̂ and ûθ = (2π)−nû ∗ θ̂.

Proof. For ϕ ∈ S (Rn) the definitions give

〈û ∗ θ, ϕ〉 = 〈u, θ̃ ∗ ϕ̂〉.

We continue by use of the Fourier Inversion Formula on S (Rn), then the convolution rule
(Proposition 1.42) and then definitions:

〈u, θ̃ ∗ ϕ̂〉 =(2π)−n〈u, ̂̂θ ∗ ϕ̂〉
=〈u, (̂θ̂ϕ)〉

=〈û, θ̂ϕ〉

=〈ûθ̂, ϕ〉.

For the other identity we note that û ∈ S ′(Rn), θ̂ ∈ S (Rn) so by the above result and the
Fourier Inversion formulas:

̂̂
u ∗ θ̂ = ̂̂û̂θ = (2π)2nũθ̃

= (2π)2nũθ

= (2π)n
̂̂
uθ,

and the result follows from the Fourier Inversion formula in S ′(Rn).

Before the general convolution rule we record the following result.

36



Proposition 1.81. Let u ∈ E ′(Rn). Then û is a moderate C∞ function and

û(ξ) = 〈u, e−i(·)·ξ〉, ξ ∈ Rn.

Proof. Take θ ∈ D(Rn) so θ = 1 near supp(u). Then θu = u and by Proposition 1.80 we get

û = θ̂u = (2π)−nû ∗ θ̂.

It follows from Proposition 1.69 that û is a moderate C∞ function. We conclude the proof
using the rules for the Fourier transform as follows:

û(ξ) = (2π)−n(û ∗ θ̂)(ξ) = (2π)−n〈û, θ̂(ξ − ·)〉

= (2π)−n〈û, ˜̂θ(· − ξ)〉
= (2π)−2n〈û,F3θ(· − ξ)〉
= (2π)−2n〈û, τ−ξF3θ(·)〉
= (2π)−2n〈u, e−i(·)·ξF4θ〉
= 〈u, e−i(·)·ξθ〉
= 〈u, e−i(·)·ξ〉.

Theorem 1.82. [The general convolution rule] Let u ∈ S ′(Rn) and v ∈ E ′(Rn). Then
u ∗ v ∈ S ′(Rn) and

û ∗ v = ûv̂.

Proof. We recall from B4.3 that for ϕ ∈ D(Rn) we defined 〈u ∗ v, ϕ〉 = 〈u, ṽ ∗ ϕ〉 and that it
was shown that ṽ ∗ ϕ ∈ D(Rn). Let (ϕj) be a sequence in D(Rn) so ϕj → 0 in S (Rn). We
must show that ṽ ∗ ϕj → 0 in S (Rn). Fix multi-indices α, β ∈ Nn

0 .

Let K be a compact neighbourhood of supp(v). Then we can find constants c ⩾ 0, m ∈ N0 so∣∣〈v, ψ〉∣∣ ⩽ c
∑
|γ|⩽m

sup
K

|∂γψ|

for all ψ ∈ C∞(Rn). With ψ = ∂βϕj(· − x) we get:∣∣∂β(ṽ ∗ ϕj)(x)∣∣ =∣∣〈v, ∂βϕj(· − x)〉
∣∣

⩽c
∑
|γ|⩽m

sup
y∈K

|∂γ+βϕj(y − x)|.
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Consequently we have for all x ∈ Rn,∣∣xα∂β(ṽ ∗ ϕj)(x)∣∣ ⩽c ∑
|γ|⩽m

sup
y∈K

|xα(∂γ+βϕj)(y − x)|

⩽c
∑
|γ|⩽m

sup
y∈K

∑
σ⩽α

(
α

σ

)∣∣(y − x)σ(∂γ+βϕj)(y − x)
∣∣|yα−σ|

⩽c
∑
|γ|⩽m

∑
σ⩽α

(
α

σ

)
Sσ,γ+β(ϕj) sup

y∈K
|yα−σ|,

and thus Sα,β(ṽ ∗ϕj) → 0. But then u ∗ v is S continuous on D(Rn) and since the latter is S
dense in S (Rn) it follows that u ∗ v ∈ S ′(Rn). Finally we compute its Fourier transform by
use of the previously established rules: for ϕ ∈ S (Rn),

〈û ∗ v, ϕ〉 = 〈u ∗ v, ϕ̂〉 = 〈u, ṽ ∗ ϕ̂〉

= (2π)−n〈u, ̂̂v ∗ ϕ̂〉
= 〈u, ̂̂vϕ〉
= 〈û, v̂ϕ〉
= 〈ûv̂, ϕ〉.

Remark 1.83. [An extension of the convolution product using Fourier transform]

Inspired by the last result and its proof we record the following: if u, v ∈ S ′(Rn) and v̂ is a
moderate C∞ function, then we define the convolution u ∗ v by

u ∗ v := (2π)−n˜̂̂uv̂.
It is clear that hereby u∗v ∈ S ′(Rn) and by the generalized convolution rule it is an extension
of the case when v ∈ E ′(Rn). Furthermore, with the obvious definition of v ∗ u we clearly
have u ∗ v = v ∗ u, and using the rules for the Fourier transform we also see that ∂α(u ∗ v) =
(∂αu) ∗ v = u ∗ (∂αv) holds for all α ∈ Nn

0 .

Even if this notion of convolution looks general it can still be generalized, but we shall refrain
from doing that here.

1.7 The Paley-Wiener theorem

When u ∈ E ′(Rn) we have seen that û is a moderate C∞ function and that

û(ξ) = 〈u, e−iξ·(·)〉.

Here we will show that û admits an extension to Cn as a holomorphic function in the variables
ξ1, . . . , ξn. This extension is often called the Fourier–Laplace transform of u. As a preparation
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for this, and in fact much more, we start with the case when u is a compactly supported test
function. The result in this case is also of independent interest.

Theorem 1.84. [Paley–Wiener for test functions.]

(1) If φ ∈ D(Rn) and supp(φ) ⊆ BR(0), then

φ̂(ζ) =

∫
Rn

φ(x)e−iζ·x dx

is defined for all ζ ∈ Cn and is an entire function (in each of the variables ζ1, . . . , ζn ∈ C
separately) with the property that for each m ∈ N there exists a constant cm ⩾ 0 so∣∣φ̂(ζ)∣∣ ⩽ cm

(
1 + |ζ|

)−m
eR|Im(ζ)| (19)

holds for all ζ ∈ Cn. Here the imaginary part of ζ, Im(ζ), is understood componentwise when
n > 1.

(2) Conversely, if Φ: Cn → C is an entire function with the boundedness property (19), then
there exists φ ∈ D(Rn) with support in BR(0) so Φ = φ̂.

Proof of (1). [The proof is only examinable in the case n = 1.] It is clear that φ̂(ζ)
is well-defined for all ζ ∈ Cn, and by a standard use of Lebesgue’s dominated convergence
theorem it follows that this extension is C1 and that it satisfies the Cauchy-Riemann equations
in each of the variables ζj ∈ C. Therefore φ̂ is entire (in each variable ζj separately). If we
write ζ = ξ + iη, then ∣∣φ̂(ζ)∣∣ ⩽∫

BR(0)
|φ(x)|ex·η dx

⩽‖φ‖1eR|η|

holds. For a multi-index α ∈ Nn
0 we have clearly ∂αφ ∈ D(Rn) with support in BR(0) so the

above bound holds with ∂αφ in place of φ too. Now integration by parts gives(̂
∂αφ

)
(ζ) = (iζ)αφ̂(ζ)

for all ζ ∈ Cn, so
|ζα|

∣∣φ̂(ζ)∣∣ ⩽ ‖∂αφ‖1eR|η|

holds. We combine this inequality with the elementary inequalities(
1 + |ζ|

)m ⩽
(
1 + |ζ1|+ . . . + |ζn|

)m ⩽ (n+ 1)m−1
(
1 + |ζ1|m + . . . + |ζn|m

)
that hold for ζ ∈ Cn. Hereby(

1 + |ζ|
)m|φ̂(ζ)| ⩽(n+ 1)m−1

(
1 +

n∑
j=1

|ζj |m
)
|φ̂(ζ)|

⩽(n+ 1)m−1

(
‖φ‖1 +

n∑
j=1

‖∂mj φ‖1
)
eR|η|.
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We conclude that (19) holds with

cm = (n+ 1)m−1

(
‖φ‖1 +

n∑
j=1

‖∂mj φ‖1
)
.

Proof of (2).[The proof is only examinable in the case n = 1.] We start by recalling
that when f : C → C is entire, then we get from Cauchy’s integral formula and the estimation
lemma the Cauchy inequalities for the derivatives: |f (k)(z)| ⩽ k!max|w−z|=1 |f(w)| for all z ∈ C
and k ∈ N0. Put ϕ = Φ|Rn . Then ϕ ∈ C∞(Rn) and for a multi-index β ∈ Nn

0 we have

(
∂βϕ

)
(ξ) =

∂|β|Φ

∂ζβ
(ξ)

for ξ ∈ Rn (note that on the left-hand side the differentiation is with respect to the ξ-variables
whereas it is with respect to the ζ-variables on the right-hand side). The right-hand side can
be estimated using the Cauchy inequalities:∣∣∣∣∣∂|β|Φ∂ζβ

(ξ)

∣∣∣∣∣ ⩽ β! max
|ζ−ξ|=1

∣∣Φ(ζ)∣∣.
Let α ∈ Nn

0 be a multi-index and put m = |α|. Then according to the boundedness property
of Φ we can find a constant cm ⩾ 0 so (19) holds for all ζ ∈ Cn. Since ξ ∈ Rn we have for
ζ ∈ Cn with |ζ − ξ| = 1 that |Im(ζ)| ⩽ 1 and |ζ| ⩾

∣∣|ξ| − 1
∣∣, so we get∣∣∣∣ξα(∂βϕ)(ξ)∣∣∣∣ ⩽β!eRcm|ξα|

(
1 +

∣∣|ξ| − 1
∣∣)−m

⩽β!eRcm

(
|ξ|(

1+
∣∣|ξ|−1

∣∣))m

⩽β!eRcm,

hence Sα,β(ϕ) <∞. It follows that ϕ ∈ S (Rn), and that we therefore by virtue of the Fourier
Inversion formula in S (Rn) can find φ ∈ S (Rn) with φ̂ = ϕ:

φ(x) =(2π)−n

∫
Rn

ϕ(ξ)eix·ξ dξ

=(2π)−n

∫
Rn

Φ(ξ)eix·ξ dξ.

Since the function ζ 7→ Φ(ζ)eix·ζ is entire we can use the Cauchy theorem to deform the
integration contour, and because of the boundedness property (19) we can change it from Rn

to Rn + iη with any η ∈ Rn. In particular, corresponding to m = n + 1 we find a constant
cn+1 ⩾ 0 so ∣∣Φ(ξ + iη)

∣∣ ⩽ cn+1

(
1 + |ξ + iη|

)−n−1
eR|η| ⩽ cn+1

(
1 + |ξ|

)−n−1
eR|η|.
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Hereby we estimate ∣∣φ(x)∣∣ = ∣∣∣∣(2π)−n

∫
Rn

Φ(ξ + iη)eix·(ξ+iη) dξ

∣∣∣∣
⩽ (2π)−n

∫
Rn

∣∣Φ(ξ + iη)
∣∣dξe−x·η

⩽ cn+1(2π)
−n

∫
Rn

dξ(
1 + |ξ|

)n+1 e
−x·η+R|η|

=:Ce−x·η+R|η|,

defining the constant C in the last line. If we take η = tx for a t > 0 we get∣∣φ(x)∣∣ ⩽ Ce−t|x|(|x|−R).

Hence for |x| > R taking t → ∞ shows that φ(x) = 0, so that necessarily φ is supported in
BR(0) as asserted.

Example 1.85. Let u ∈ E ′(Rn) with supp(u) ⊆ {0}. Then a result from B4.3 states that
u ∈ span

{
∂αδ0 : α ∈ Nn

0

}
, so that u can be expressed as

u =
∑
|α|⩽d

cα∂
αδ0,

where cα ∈ C and d ∈ N0. Assuming that cα 6= 0 for some α with |α| = d the distribution u
has order d. Now since δ̂0 = 1 we get by use of the differentiation rule:

û =
∑
|α|⩽d

cα(iξ)
α = p(ξ)

with
p(ξ) =

∑
|α|⩽d

i|α|cαξ
α ∈ C[ξ].

Clearly we may extend p(ξ) to Cn simply by replacing ξ ∈ Rn by ζ ∈ Cn: û(ζ) = p(ζ) is an
entire function. If we take c := max|α|⩽d |cα|, then we also have the bound∣∣û(ζ)∣∣ ⩽ c

(
1 + |ζ|

)d
(20)

for all ζ ∈ Cn. Note that any entire function on Cn satisfying the bound (20) must be a
polynomial of degree at most d by virtue of the Liouville theorem.

Theorem 1.86. [The Paley–Wiener theorem]

(1) If u is a distribution of order m with support in BR(0), then the Fourier–Laplace transform
û is an entire function satisfying for some constant c ⩾ 0,∣∣û(ζ)∣∣ ⩽ c

(
1 + |ζ|

)m
eR|Im(ζ)| (21)
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for all ζ ∈ Cn.

(2) Conversely, if Φ: Cn → C is an entire function satisfying (21) for some m ∈ N0 and
constant c ⩾ 0, then there exists u ∈ E ′(Rn) supported in BR(0) with Fourier–Laplace transform
û = Φ.

Remark 1.87. While the results stated in Theorems 1.84 and 1.86 here are attributed to Paley
and Wiener, which is customary, they are actually in the present form due to Laurent Schwartz.
Paley and Wiener considered L2 functions on R that vanish for negative reals and proved that
their Fourier transforms extend to the upper half-plane as holomorphic functions satisfying a
certain bound (constituting the analytic Hardy space H2).

Proof of (1). [The proof is only examinable in the case n = 1.] We know from the
previous section that û is a moderate C∞ function and û(ξ) = 〈u, e−i(·)·ξ〉 for ξ ∈ Rn. The
right-hand side is clearly well-defined also for complex arguments and we can define

û(ζ) := 〈u, e−i(·)·ζ〉, ζ ∈ Cn,

where we emphasize that u acts on the function

Rn 3 x 7→ e−ix·ζ = e−i
(
x1ζ1+ ...+xnζn

)
.

We refer to û : Cn → C as the Fourier–Laplace transform of u. If we write ζ = ξ + iη with the
understanding that ξ, η ∈ Rn, then we can think of û as a function of (ξ, η) ∈ Rn ×Rn and we
assert that it is C1 and that its partial derivatives may be calculated by differentiation behind
the distribution sign. Indeed, fix a direction 1 ⩽ k ⩽ n and let

(
ej
)n
j=1

be the standard basis
for Rn. Then for any multi-index α ∈ Nn

0 we have that

∂αη
e−ix·(ζ+iekh) − e−ix·ζ

h
→ ∂α+ek

η

(
e−ix·ζ

)
locally uniformly in x ∈ Rn as h → 0. Using the boundedness property of the compactly
supported distribution u we conclude that û is differentiable with respect to ηk with ∂ηk û(ζ) =
〈u, ∂ηke−i(·)·ζ〉. The argument for the other variables is identical and it is not difficult to see
that the partial derivatives are continuous, so that the function û as asserted is C1 on Rn×Rn.
We may now check the Cauchy–Riemann equation by differentiation behind the distribution
sign:

∂

∂ζk
û(ζ) =

〈
u,

∂

∂ζk
e−i(·)·ζ

〉
= 0.

Consequently the function ζk 7→ û(ζ) is holomorphic, so that û is entire as a function in each of
the variables ζ1, . . . , ζn separately. It is customary to refer to such functions simply as entire
functions on Cn. In order to prove the bound (21) we invoke the boundedness property that
follows from knowing that u is supported in BR(0) and has order at most m. Indeed BR+1(0)
is a compact neighbourhood of BR(0) so we may find a constant c ⩾ 0 such that∣∣〈u, ϕ〉∣∣ ⩽ c

∑
|α|⩽m

sup
|y|⩽R+1

∣∣(∂αϕ)(y)∣∣
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holds for all ϕ ∈ C∞(Rn). For ε ∈ (0, 1] to be specified below we put θ := ρε ∗ 1BR+ε(0), where

ρε is the standard mollifier on Rn. Then θ = 1 on BR(0), θ = 0 off BR+2ε(0) and∣∣∂αθ∣∣ = ∣∣ε−|α|(∂αρ)
ε
∗ 1BR+ε

∣∣ ⩽ ε−|α|
∫
Rn

|∂αρ| dx

for each α ∈ Nn
0 . Using u = θu we calculate∣∣û(ζ)∣∣ = ∣∣〈u, e−i(·)·ζ〉

∣∣ =
∣∣〈u, θe−i(·)·ζ〉

∣∣
⩽ c

∑
|α|⩽m

sup
|y|⩽R+1

∣∣∂α(θ(y)e−iy·ζ)∣∣
⩽ c

∑
|α|⩽m

sup
|y|⩽R+2ε

∑
γ⩽α

(
α

γ

)
ε−|γ|‖∂γρ‖1|e−iy·ζ ||(−iζ)α−γ |

⩽ c
∑

|α|⩽m

∑
γ⩽α

(
α

γ

)
ε−|γ|‖∂γρ‖1e(R+2ε)|η||ζα−γ |.

Put cm := max|α|⩽m ‖∂αρ‖1 and note that |ζα−γ | ⩽ (1 + |ζ|)|α|−|γ| for multi-indices satisfying
γ ⩽ α, hence we have∣∣û(ζ)∣∣ ⩽ ccm

∑
|α|⩽m

∑
γ⩽α

(
α

γ

)
ε−|γ|(1 + |ζ|

)|α|−|γ|
e(R+2ε)|η|

and choosing ε = 1/(1 + |ζ|) we find∣∣û(ζ)∣∣ ⩽ccm ∑
|α|⩽m

∑
γ⩽α

(
α

γ

)(
1 + |ζ|

)|α|
eR|η|+2

⩽C
(
1 + |ζ|

)m
eR|η|,

where C := ccm2me2
∑

|α|⩽m 1.

Proof of (2). [The proof is only examinable in the case n = 1.] It follows in particular
from (21) with ζ = ξ ∈ Rn that ϕ = Φ|Rn is a tempered L∞ function, so defining u := F−1ϕ
we have u ∈ S ′(Rn). Put uε = ρε ∗ u, where

(
ρε
)
ε>0

is the standard mollifier on Rn. Then uε
is a moderate C∞ function and, by the convolution rule,

ûε = ûdερ̂ = ϕdερ̂.

The last function can, by Theorem 1.84 and our hypothesis, be extended to Cn as a holomorphic
function ζ 7→ Φ(ζ)ρ̂(εζ). For a given N ∈ N we can according to (19) find a constant cm+N ⩾ 0
so ∣∣ρ̂(εζ)∣∣ ⩽cm+N

(
1 + |εζ|

)−m−N
e|Im(εζ)|

⩽cm+Nε
−m−N

(
1 + |ζ|

)−m−N
eε|Im(ζ)|
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for all ζ ∈ Cn provided ε ∈ (0, 1). In combination with (21) we find that∣∣Φ(ζ)ρ̂(εζ)∣∣ ⩽ ccm+Nε
−m−N

(
1 + |ζ|

)−N
e(R+ε)|Im(ζ)|

for all ζ ∈ Cn. Consequently, for each fixed ε ∈ (0, 1), the Paley-Wiener theorem for test
functions yields φ ∈ D(Rn) supported in BR+ε(0) so its Fourier-Laplace transform φ̂ = Φdερ̂.
In particular, its Fourier transform must equal ûε, so that by the Fourier Inversion formula we
have φ = uε. Now since uε → u in S ′(Rn) as ε↘ 0 the conclusion follows easily.

Corollary 1.88. Let u, v ∈ E ′(Rn) and assume that u ∗ v = 0. Then u = 0 or v = 0.

The proof follows by Fourier-Laplace transforming u∗v = 0 and then using the identity theorem
for holomorphic functions. It is not difficult to see that the result fails if one of the distributions
is not of compact support.

Example 1.89. Recall that a distribution E ∈ D ′(Rn) is called a fundamental solution to
the differential operator p(∂) provided p(∂)E = δ0, where p(x) ∈ C[x] is a polynomial in n
variables. Assume the polynomial p(x) has nonzero degree. Could there exist a compactly
supported fundamental solution to p(∂)? Assume E ∈ E ′(Rn) and that p(∂)E = δ0. Since
E ′(Rn) < S ′(Rn) we can then Fourier transform to get by the differentiation rule:

p(iξ)Ê(ξ) = 1.

By the Paley-Wiener theorem Ê has an entire extension to Cn and clearly so does any poly-
nomial, so we must have the above identity for all ξ = ζ ∈ Cn. But when the polynomial
p(iζ) has nonzero degree it has complex roots and then Ê cannot be entire. The contradiction
shows that a partial differential operator with constant coefficients and of order at least one
can never have a compactly supported fundamental solution.

Not examinable:

Theorem 1.90. Let p(x) ∈ C[x] be a polynomial of degree d ∈ N. If f ∈ E ′(Rn), then the PDE

p(∂)u = f

admits a solution u ∈ E ′(Rn) if and only if ζ 7→ f̂(ζ)/p(iζ) can be extended to an entire function on Cn. The solution is then unique.

Proof. The only if direction is easy: when u ∈ E ′(Rn) is a solution, then we get by Fourier transform of the PDE that p(iξ)û = f̂ . Since

both û, f̂ admit entire extensions we can also extend the Fourier transformed PDE to all of Cn:

p(iζ)û(ζ) = f̂(ζ)

holds for all ζ ∈ Cn. It follows that ζ 7→ f̂(ζ)/p(iζ) admits an entire extension.

The uniqueness part is also easy as it follows from the identity theorem for holomorphic functions and the Fourier Inversion formula. We

turn to the if direction where we assume that g : Cn → C is the entire extension of f̂(ζ)/p(iζ). The proof relies on the following

Auxiliary Lemma: Let h : C → C be entire and p(z) ∈ C[z] a polynomial of degree m ∈ N with leading coefficient a ∈ C \ {0}. Then∣∣ah(0)∣∣ ⩽ max
|z|=1

∣∣p(z)h(z)∣∣.
Proof of Auxiliary Lemma. Let p̄(z) denote the polynomial obtained from p(z) by conjugating its coefficients. Put q(z) = zmp̄

( 1
z

)
so that

q(z) is a polynomial of degree m with q(0) = ā. Now applying the maximum modulus principle to the holomorphic function z 7→ q(z)h(z)
we get ∣∣ah(0)∣∣ = ∣∣q(0)h(0)∣∣ ⩽ max

|z|=1

∣∣q(z)h(z)∣∣ = max
|z|=1

∣∣p(z)h(z)∣∣,
which is the assertion.
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We assume that the coefficient a of ζd1 in p(iζ) is not zero, where we recall that d was the overall degree of p(ζ). (That this can be achieved
by a linear change of variables will not be discussed here.) The point of this assumption is that then the coefficient a must be a constant
and independent of the remaining variables in ζ. If we apply the Auxiliary Lemma with h(z) := g(ζ1 + z, ζ2, . . . , ζn) and the polynomial
z 7→ p(i(ζ1 + z), iζ2, . . . , iζn) of degree d and with leading coefficient a 6= 0, then we get

|a|
∣∣g(ζ)∣∣ ⩽ sup

|z|=1

∣∣p(i(ζ1 + z), iζ2, . . . , iζn)g(ζ1 + z, ζ2, . . . , ζn)
∣∣

= sup
|z|=1

∣∣f̂(ζ1 + z, ζ2, . . . , ζn)
∣∣.

Because f̂ satisfies an estimate of form (21) also g will satisfy such an estimate. But then the Paley-Wiener theorem yields u ∈ E ′(Rn)
whose Fourier-Laplace transform û = g. Clearly u is the sought solution.

Another application of the Paley–Wiener theorem is to the proof of

Theorem 1.91. [The Ehrenpreis–Malgrange theorem] Let p(x) ∈ C[x] be a polynomial
of n variables that is not identically 0. Then the corresponding partial differential operator
p(∂) admits a fundamental solution E ∈ D ′(Rn): p(∂)E = δ0.

We omit the proof here.

Example 1.92. Let p(x) ∈ C[x] be a polynomial of n variables that is not identically 0 and
assume Ω is a bounded open subset of Rn. If f ∈ C∞(Rn), then we assert that the PDE

p(∂)u = f in Ω,

admits a solution u ∈ C∞(Rn). Indeed, by virtue of the Ehrenpreis-Malgrange theorem we
can find E ∈ D ′(Rn) so p(∂)E = δ0. Put χ := ρ ∗ 1B(Ω,1) so that χ ∈ D(Rn) satisfies
χ = 1 on Ω (here ρ is the standard mollifier kernel on Rn). Note χf ∈ D(Rn) so that
u := E ∗ (χf) ∈ C∞(Rn) satisfies the PDE:

p(∂)u =
(
p(∂)E

)
∗
(
χf
)
= δ0 ∗

(
χf
)
= χf,

and since χf = f on Ω the assertion follows.

Theorem 1.93. [Qualitative version of the uncertainty principle]

If u ∈ E ′(Rn) and û ∈ E ′(Rn), then u = 0.

Proof. The Fourier-Laplace transform û is an entire function by the Paley-Wiener theorem.
Since the support of the Fourier transform û is compact too we can find r > 0 so û(ξ) = 0 for
all ξ ∈ Rn with max

{
|ξ1|, . . . , |ξn|

}
⩾ r. Write ζ = (ζ1, ζ

′) ∈ C × Cn−1 and fix ξ′0 ∈ Rn−1.
Now the function ζ1 7→ û(ζ1, ξ

′
0) is entire and

(−∞,−r] ∪ [r,∞) ⊂
{
ζ1 ∈ C : û(ζ1, ξ

′
0) = 0

}
,

so by the identity theorem we must have û(ζ1, ξ
′
0) = 0 for all ζ1 ∈ C. Since ξ′0 ∈ Rn−1 was

arbitrary we have shown that û = 0 on Rn, and so, by the Fourier inversion formula on S ′,
u = 0 as asserted.
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1.8 The Heisenberg uncertainty principle

There are many manifestations of the uncertainty principle that all express that it is impossible
for both u and û to be concentrated on small sets. The most famous quantitative uncertainty
principle is due to Heisenberg, who formulated it in the context of quantum mechanics. In our
context, it says, heuristically speaking, that if a function is concentrated on a ball of radius
r, then its Fourier transform cannot be concentrated on a scale much smaller than 1/r. More
precisely:

Theorem 1.94. [Heisenberg’s inequality] If f ∈ S (Rn) and x0 ∈ Rn, ξ0 ∈ Rn, then

(2π)
n
2 n
2 ‖f‖

2
2 ⩽ ‖(x− x0)f‖2‖(ξ − ξ0)f̂‖2.

The equality holds if and only if f is a modulated Gaussian:

f(x) = ceiξ0·xe−ε(x−x0)2 ,

where c ∈ C and ε > 0 are arbitrary.

Proof. By virtue of the translation rules we can also assume that x0 = ξ0 = 0 (apply the basic
case of the inequality to the function e−i(·)·ξ0τx0f to obtain the inequality in the general case).

By the differentiation rule we have iξf̂(ξ) = ∇̂f(ξ) so using first Parseval’s identity, then the
Cauchy-Schwarz inequality, then the bound |a+ ib| ⩾ |a| and then integration by parts we get

‖xf‖2‖ξf̂‖2 = ‖xf‖2‖∇̂f‖2 = (2π)
n
2 ‖xf‖2‖∇f‖2

⩾ (2π)
n
2

∣∣∣∣∫
Rn

xf(x) · ∇f(x) dx
∣∣∣∣

⩾ (2π)
n
2

∣∣∣∣∫
Rn

x · Re
(
f(x)∇f(x)

)
dx

∣∣∣∣
= (2π)

n
2

∣∣∣∣∫
Rn

x · ∇
(
1
2 |f(x)|

2
)
dx

∣∣∣∣
= (2π)

n
2 n
2 ‖f‖

2
2.

From the known cases of equality in the Cauchy-Schwarz inequality we deduce that equality
holds for f if and only if xf(x) and ∇f(x) are proportional and (using that |a+ ib| = |a| holds
iff b = 0) ∫

Rn

x · Im
(
f(x)∇f(x)

)
dx = 0.

It is not difficult to see that the former implies that f(x) = ce
c0
2 |x|2 for constants c, c0 ∈ C.

Since f ∈ S (Rn) we infer that, provided c 6= 0 that we henceforth assume, Re(c0) < 0. Next
we calculate

f(x)x · ∇f(x) = |c|2c̄0|x|2eRe(c0)|x|2 ,
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hence from

0 =

∫
Rn

x · Im
(
f(x)∇f(x)

)
dx = −Im(c0)|c|2

∫
Rn

|x|2eRe(c0)|x|2 dx

we get Im(c0) = 0. Conversely, it is clear that equality holds in Heisenberg’s inequality for this
type of functions.

The Heisenberg inequality is closely related to a Sobolev type inequality, meaning loosely
speaking an integral inequality that bounds a function in terms of its derivatives. Indeed
using the differentiation rules and Plancherel’s theorem we see that Heisenberg’s inequality for
x0 = ξ0 = 0 is equivalent to

(2π)
n
2 n
2 ‖f‖

2
2 ⩽ ‖∇f̂‖2‖∇f‖2 (22)

for all f ∈ S (Rn). For comparison we state:

Theorem 1.95. [A basic Sobolev inequality] Assume n ⩾ 3. Then

Sn‖f‖ 2n
n−2

⩽ ‖∇f‖2

holds for all f ∈ S (Rn), where

Sn := n(n−2)
4 ω

2
n
n−1

and we recall that ωn−1 is the area of the unit sphere ∂B1(0) in Rn. The constant Sn is sharp.

We omit the proof and merely remark that the exponent in the basic Sobolev inequality must
be 2n/(n − 2). Indeed this follows if we assume that ‖∇f‖2 ⩾ c‖f‖p holds for some constant
c for all f ∈ S (Rn) and then apply the inequality to the dilated functions drf and consider
what happens when r > 0 is large and when it is small.

Remark 1.96. Heisenberg’s inequality holds for all f ∈ L2(Rn) if we define ‖(x− x0)f‖2 = ∞
when (x − x0)f /∈ L2(Rn) and ‖(ξ − ξ0)f̂‖2 = ∞ when (ξ − ξ0)f̂ /∈ L2(Rn). In order to prove
this we first note that the inequality is trivial when its right-hand side is ∞. We may therefore
assume, in addition to f ∈ L2(Rn), that (x − x0)f , (ξ − ξ0)f̂ ∈ L2(Rn). The reduction to
the case x0 = ξ0 = 0 is then the same as before. By the differentiation rules and Plancherel’s
theorem we infer that f , f̂ ∈ H1(Rn). For the standard mollifier

(
ρε
)
ε>0

on Rn we define
fε = ρε ∗ f . Then the results on mollification from B4.3 yield that fε ∈ C∞(Rn) and

‖fε‖2 ⩽ ‖f‖2 and ‖∇fε‖2 ⩽ ‖∇f‖2.

Observe that the proof of Theorem 1.94 still applies to such fε, whereby

(2π)
n
2 n
2 ‖fε‖

2
2 ⩽ ‖xfε‖2‖ξf̂ε‖2.

We want to conclude by passing ε ↘ 0. Clearly this gives the wanted limit on the left-hand
side. On the right-hand side we employ the differentiation rules and rewrite

ξf̂ε = −i∇̂fε and xfε = i∇f̂ε.
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By Plancherel’s theorem we see that ∇̂fε → ∇̂f in L2(Rn) as ε ↘ 0, and so by the differen-
tiation rule again, ‖ξf̂ε‖2 → ‖ξf̂‖2 as ε ↘ 0. Finally, by the convolution and dilation rules
f̂ε = dερ̂f̂ , hence ∇f̂ε = ∇

(
dερ̂
)
f̂ + dερ̂∇f̂ . It follows from the triangle inequality that

‖∇f̂ −∇f̂ε‖2 ⩽ε‖dε
(
∇ρ̂
)
f̂‖2

+ ‖
(
1− dερ̂

)
∇f̂‖2 → 0

as ε↘ 0. The conclusion follows from this.

2 Applications of the Fourier transform

2.1 Periodic distributions and Fourier series

Definition 2.1. Let u ∈ D ′(R) and T > 0. Then we say that u is periodic with period T , or
briefly T -periodic, if τTu = u.

Example 2.2. Assume that u is a T -periodic distribution: 0 = 〈τTu − u, ϕ〉 = 〈u, τ−Tϕ − ϕ〉
for all ϕ ∈ D(R). If u is a regular distribution, then this is, by the fundamental lemma of the
calculus of variations, equivalent to u(x + T ) = u(x) for almost all x ∈ R, so the definition
coincides with the usual definition in this case. We also note, that in the general case of a
distribution u ∈ D ′(R) we have that u is T -periodic if and only if the dilated distribution d T

2π
u

is 2π-periodic since
τ2πd T

2π
u− d T

2π
u = d T

2π

(
τTu− u

)
.

Intuitively, a T -periodic distribution is determined by its behaviour on (0, T ] or any interval
of length T . In the following we shall confine attention to 2π-periodic distributions.

Example 2.3. Let

u =
∑
j∈Z

eijx.

We claim that this is a 2π-periodic distribution. In fact, we will show that it is a tempered
distribution and that

j=n∑
j=−m

∫ ∞

−∞
ϕ(x)eijx dx→ 〈u, ϕ〉 as m, n→ ∞

holds for all ϕ ∈ S (R). In order to prove this we recall the Fourier bounds. They imply in
particular that we can find a constant c ⩾ 0 so S2,0(ϕ̂) ⩽ cS2,2(ϕ) for all ϕ ∈ S (R). Therefore∣∣ϕ̂(−j)∣∣ =(1 + j2

)∣∣ϕ̂(−j)∣∣ 1
1+j2

⩽2S2,0(ϕ̂)
1

1+j2
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for all j ∈ Z, and so the series
∑

j∈Z〈eijx, ϕ〉 is absolutely convergent and we can estimate∣∣〈u, ϕ〉∣∣ ⩽ 2cS2,2(ϕ)
∑
j∈Z

1
1+j2

= 2c

1 + 2

∞∑
j=1

1
1+j2

S2,2(ϕ).

Consequently, u ∈ S ′(R) has order at most 2 and it is clear that τ2πu = u.

It was no coincidence that the 2π-periodic distribution from the last example was tempered:

Lemma 2.4. If u ∈ D ′(R) is 2π-periodic, then u ∈ S ′(R).

Proof. Put χ = ρ ∗ 1(−1,2π+1], where ρ is the standard mollifier kernel on R. We now define
the periodisation of χ to be the function

Pχ(x) :=
∑
k∈Z

χ(x+ 2πk), x ∈ R.

Clearly the series is a finite sum as it for each x ∈ R consists of at most 3 non-zero terms,
hence Pχ ∈ C∞(R). By the definition we have Pχ(x+ 2π) = Pχ(x) for all x and since χ = 1
on [0, 2π] we also have Pχ(x) ⩾ 1 for all x. Now define Ψ := χ/Pχ. Then Ψ ∈ D(R) and its
periodisation is

PΨ(x) =
∑
k∈Z

Ψ(x+ 2πk) ≡ 1

for all x ∈ R. Now if ϕ ∈ D(R), then we get (using that the sum is finite and that u is
periodic):

〈u, ϕ〉 =

〈
u,
∑
k∈Z

τ2πkΨϕ

〉
=
∑
k∈Z

〈
u, (τ2πkΨ)ϕ

〉
=
∑
k∈Z

〈
τ−2πku,Ψτ−2πkϕ

〉
=
∑
k∈Z

〈
u,Ψτ−2πkϕ

〉
=

〈
u,Ψ

∑
k∈Z

τ−2πkϕ

〉
= 〈u,ΨPϕ〉. (23)

Put K := [−2, 2π + 2] and use the boundedness property of u to find constants corresponding
to K, c = cK ⩾ 0, m = mK ∈ N0 so∣∣〈u, φ〉∣∣ ⩽ c

m∑
j=0

sup |φ(j)|
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holds for all φ ∈ D(K). Since ΨPϕ ∈ D(K) for all ϕ ∈ D(R) we may take φ = ΨPϕ and get
using Leibniz’ rule∣∣〈u, ϕ〉∣∣ = ∣∣〈u,ΨPϕ〉∣∣ ⩽c m∑

j=0

sup
∣∣(ΨPϕ)(j)∣∣

⩽c
m∑
j=0

j∑
s=0

(
j

s

)
sup
∣∣Ψ(j−s)(Pϕ)(s)

∣∣
⩽c2m+1 max

0⩽s⩽m
max
K

∣∣Ψ(s)
∣∣ max
0⩽s⩽m

max
K

∣∣(Pϕ)(s)∣∣
⩽c2m+1S0,m(Ψ) max

0⩽s⩽m
max
|x|⩽4π

∣∣(Pϕ)(s)(x)∣∣.
Here we estimate the last factor as follows:

max
|x|⩽4π

∣∣(Pϕ)(s)(x)∣∣ ⩽∑
k∈Z

max
|x|⩽4π

∣∣ϕ(s)(x+ 2πk)
∣∣

⩽
∑
k∈Z

max
|x|⩽4π

(
1+(x+2πk)2

1+(x+2πk)2

∣∣ϕ(s)(x+ 2πk)
∣∣)

⩽
∑
k∈Z

max
|x|⩽4π

1
1+(x+2πk)2

2S2,s(ϕ)

⩽

∑
k∈Z−

1
1+(2πk+4π)2

+ 1 +
∑
k∈N

1
1+(2πk−4π)2

 2S2,s(ϕ)

=2

(
1 + 2

∑
k∈N

1
1+4π2(k−2)2

)
S2,s(ϕ),

and consequently we have shown that∣∣〈u, ϕ〉∣∣ ⩽ CS2,m(ϕ)

holds for all ϕ ∈ D(R) for some constant C. It follows that u extends by S continuity to
S (R), and so is a tempered distribution. In fact, the extension is given by the formula in
(23).

Theorem 2.5. [The Poisson summation formula.] If φ ∈ S (R), then∑
k∈Z

φ̂(2πk) =
∑
k∈Z

φ(k)

holds.

The Poisson summation formula can also be stated as∑
k∈Z

e−2πikx =
∑
k∈Z

δk in S ′(R), (24)
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where the two series are understood to converge in S ′(R). For instance,

k=n∑
k=−m

〈
e−2πikx, ϕ

〉
→
∑
k∈Z

ϕ̂(2πk) as m, n→ ∞

for each ϕ ∈ S (R).

Proof. Put u =
∑

k∈Z δ2πk. It is not difficult to see that the series converges in S ′(R) and so
by Fourier transformation û =

∑
k∈Z e

−2πikξ. We record that τ1û = û, so û is 1-periodic, and
also (

e2πiξ − 1
)
û = 0.

Because e−2πiξ − 1 6= 0 when ξ ∈ R \ Z it follows that û is supported in Z. In particular, the
restriction û|(−1,1) has support in {0}, so by a result from B4.3 it follows that û|(−1,1) has the

form
∑m

j=0 cjδ
(j)
0 for some constants m ∈ N0 and cj ∈ C. We assert that in fact m = 0 so that

û|(−1,1) = c0δ0. We see this as follows: if we have the general form of û, then we calculate for
ϕ ∈ D(−1, 1),

0 =
〈(
e2πiξ − 1

)
û, ϕ

〉
=

m∑
j=0

(−1)jcj
dj

dξj
|ξ=0

((
e2πiξ − 1

)
ϕ
)

=
m∑
j=1

(−1)jcj

j∑
s=1

(
j

s

)(
2πi
)s
ϕ(j−s)(0).

Here we take ϕ(x) := xj

j!

(
ρε∗1(−ε,ε)

)
(x), x ∈ (−1, 1), for a fixed ε ∈ (0, 1/2). Since ϕ ∈ D(−1, 1)

and ϕ(s)(0) = δs,j (Kronecker delta) we find cj = 0 for all 1 ⩽ j ⩽ m, and thus û|(−1,1) = c0δ0
for some c0 ∈ C as asserted. But û is 1-periodic, so

û = c0
∑
k∈Z

δk. (25)

In order to find the constant c0 we evaluate the identity (25) at τxϕ for ϕ ∈ S (R) and x ∈ (0, 1]:
the left-hand side is 〈

û, τxϕ
〉
=
〈
u, τ̂xϕ

〉
=
〈
u, eix(·)ϕ̂

〉
,

and so equating with the result on the right-hand side we arrive at∑
k∈Z

e2πikxϕ̂(2πk) = c0
∑
k∈Z

ϕ(k + x).

Note that the two series converge uniformly in x ∈ (0, 1] and so integrating over x ∈ (0, 1] we
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get by integration term-by-term that

ϕ̂(0) =

∫ 1

0

∑
k∈Z

e2πikxϕ̂(2πk) dx =

∫ 1

0
c0
∑
k∈Z

ϕ(k + x),dx

= c0
∑
k∈Z

∫ k+1

k
ϕ(y) dy

= c0

∫ ∞

−∞
ϕ(y) dy.

Thus c0 = 1 and we are done.

Example 2.6. The Poisson summation formula (24) can also be written
∑

k∈Z e
2πikx =

∑
k∈Z δk.

Apply for a T > 0 the dilation d1/T to both sides to obtain∑
k∈Z

e
2π
T ikx = T

∑
k∈Z

δkT , (26)

hence in particular we record this for T = 2π:
∑

k∈Z e
ikx = 2π

∑
k∈Z δ2πk. Many other iden-

tities can be derived by such simple manipulations, for instance we can differentiate in the
distributional sense to obtain

∑
k∈Z ike

ikx = 2π
∑

k∈Z δ
′
2πk and so on.

Note that the distribution on the left-hand side of the identity (26) is continuous with respect
to the norm S2,2 (by virture of the Fourier bounds) and that the distribution on the right-hand
side is continuous with respect to the norm S2,0 and so in particular with respect to S2,2 too.
It therefore follows that we can evaluate (26) on any function f : R → C of class C2 satisfying
S2,2(f) <∞, that is, for any such f we have∑

k∈Z
f̂
(
2π
T k
)
= T

∑
k∈Z

f(kT ).

In fact, it is not difficult to check that the identity holds for all continuous functions f : R → C
for which S2,0(f) + S2,0(f̂) <∞, a condition that does not explicitly involve derivatives of f .

Example 2.7. Let u ∈ D ′(R) be 2π-periodic. Then u ∈ S ′(R) and 〈u, ϕ〉 := 〈u,ΨPϕ〉 for
ϕ ∈ S (R) by Lemma 2.4 and (23). Let us calculate its Fourier transform:

〈û, ϕ〉 = 〈u, ϕ̂〉 = 〈u,ΨPϕ̂〉 =

〈
u,Ψ

∑
k∈Z

ϕ̂(·+ 2πk)

〉

translation rule =

〈
u,Ψ

∑
k∈Z

Fx→2πk

(
ϕ(x)e−ix(·))〉

Poisson summation =

〈
u,Ψ

∑
k∈Z

ϕ(k)e−ik(·)

〉
=
∑
k∈Z

ϕ(k)
〈
u,Ψe−ik(·)〉,
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where the last equality follows by S continuity of u and S convergence of the series. Conse-
quently,

û =
∑
k∈Z

2πckδk with ck = 1
2π

〈
u,Ψe−ik(·)〉, (27)

where the series converges in S ′(R), meaning that〈
2π

k=n∑
k=−m

ckδk, ϕ

〉
→ 〈û, ϕ〉 as m, n→ ∞

for each ϕ ∈ S (R). Using the Fourier inversion formula in S ′(R) we find

u = 1
2π F̃2u =

∑
k∈Z

cke
ikx (28)

again with convergence of the series in S ′(R).
Let us now assume that u is a 2π-periodic regular distribution. We claim that the coefficients
ck are the usual Fourier coefficients of the function u. In order to show this we simply calculate
for each k ∈ Z:

2πck =
〈
u,Ψe−ik(·)〉 =∫ ∞

−∞
u(x)Ψ(x)e−ikx dx =

∑
j∈Z

∫ 2π(j+1)

2πj
u(x)Ψ(x)e−ikx dx

=
∑
j∈Z

∫ 2π

0
u(x− 2πj)Ψ(x− 2πj)e−ik(x−2πj) dx

=
∑
j∈Z

∫ 2π

0
u(x)Ψ(x− 2πj)e−ikx dx

=

∫ 2π

0
u(x)e−ikx

∑
j∈Z

Ψ(x− 2πj) dx =

∫ 2π

0
u(x)e−ikx dx,

where we used that the periodisation of Ψ converges uniformly.

Because of this it is natural to make the following

Definition 2.8. The numbers ck defined in (27) are called the Fourier coefficients of u and
(28) is the Fourier series expansion of u.

Proposition 2.9. Let (ck)k∈Z be a doubly infinite sequence of complex numbers.

(1) Then (ck)k∈Z are the Fourier coefficients for a 2π-periodic C∞ function u : R → C if and
only if for all m ∈ N0 we have

kmck → 0 as |k| → ∞. (29)

(2) Then (ck)k∈Z are the Fourier coefficients for a 2π-periodic distribution if and only if there

exist constants c ⩾ 0 and N ∈ N0 so |ck| ⩽ c
(
1+ |k|

)N
holds for all k ∈ Z. In this case we say

the doubly infinite sequence has moderate growth.
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Proof of (1). If u : R → C is 2π-periodic and C∞, then we get by partial integration m times
for each k ∈ Z \ {0}:

ck =
(
ik
)−m 1

2π

∫ 2π

0
u(m)(x)e−ikx dx,

and so the fast decay (29) follows easily. Conversely, if we have the fast decay (29), then the
series ∑

k∈Z

(
ik
)m
cke

ikx

is uniformly convergent in x ∈ R by the Weierstrass M -test. But then the function

u(x) :=
∑
k∈Z

cke
ikx, x ∈ R,

is the 2π-periodic C∞ function with Fourier coefficients ck.

The proof of (2) is an exercise.

Example 2.10. Let u =
∑

k∈Z ckδk, where
(
ck
)
k∈Z is a doubly infinite sequence of complex

numbers. It is clear that we always have u ∈ D ′
0(R). However, u ∈ S ′(R) if and only if(

ck
)
k∈Z has moderate growth. In view of Proposition 2.9 this is not surprising.

Let us briefly summarize our discussion of Fourier series so far. We emphasize three points:

• When φ ∈ S (R), then its periodisation Pφ is a 2π-periodic C∞ function whose Fourier
series was calculated using Poisson’s summation formula

Pφ(x) =
∑
k∈Z

φ̂(k)
2π eikx,

Here the convergence is in the C∞ sense, meaning local uniform convergence of the partial
sums

∑n
k=−m

φ̂(k)
2π eikx and all their derivatives locally uniformly in x ∈ R as m, n → ∞. In

fact, the above Fourier series for Pφ is equivalent to the Poisson summation formula and is
perhaps easier to remember.

• Given any 2π-periodic C∞ function ϕ its Fourier series converges to ϕ in the C∞ sense. In
view of Proposition 2.9(1) and the Fourier inversion formula in S there exists φ ∈ S (R) so
ϕ = Pφ. We note that Proposition 2.9(1) also gives a characterization of the Fourier coefficients
for 2π-periodic C∞ functions.

• A 2π-periodic distribution u ∈ D ′(R) is tempered and given for ϕ ∈ S (R) by 〈u, ϕ〉 :=
〈u,ΨPϕ〉. We have

u =
∑
k∈Z

cke
ikx, where ck = 1

2π 〈u,Ψe−ik(·)〉,

and the convergence of partial sums is in S ′(R). Also here Proposition 2.9(2) gives a charac-
terization of the possible Fourier coefficients.
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Theorem 2.11. [The Plancherel Theorem for Fourier series.]

Assume that u ∈ L2
loc(R) is 2π-periodic and has Fourier coefficients ck. Then

u(x) =
∑
k∈Z

cke
ikx in L2

(
0, 2π

)
and

1
2π

∫ 2π

0
|u(x)|2 dx =

∑
k∈Z

|ck|2. (30)

Conversely, if (Ck)k∈Z ∈ ℓ2(Z), then the series∑
k∈Z

Cke
ikx

converges in L2
(
0, 2π

)
to a 2π-periodic L2

loc function with Fourier coefficients Ck.

The identity (30) is often also called Parseval’s formula (as were (14) and (15)).

Proof. Assume first that u : R → C is a 2π-periodic C∞ function. Then we have from Propo-
sition 2.9 (1) that its Fourier series converges uniformly:

u(x) =
∑
k∈Z

cke
ikx uniformly in x ∈ R.

Consequently we calculate ∫ 2π

0
|u(x)|2 dx =

∫ 2π

0

∑
k,l∈Z

ckcle
i(k−l)x dx

=
∑
k,l∈Z

ckcl

∫ 2π

0
ei(k−l)x dx

=2π
∑
k∈Z

|ck|2

as required. We next turn to the general case where u : R → C is a 2π-periodic L2
loc function

(or rather one of its representatives). Put ut := ρt ∗ u, where
(
ρt
)
t>0

is the standard mollifier
on R. Then ut : R → C is a 2π-periodic C∞ function and if ck(t) are its Fourier coefficients we
know that ut(x) =

∑
k∈Z ck(t)e

ikx holds uniformly in x ∈ R and that
∫ 2π
0 |u(x)−ut(x)|2 dx→ 0

as t↘ 0. If we apply what we just proved to the difference us−ut, a 2π-periodic C∞ function,
we find

1
2π

∫ 2π

0
|us(x)− ut(x)|2 dx =

∑
k∈Z

|ck(s)− ck(t)|2.
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Consequently, as (ut)t>0 is Cauchy in L2 as t ↘ 0 also
(
(ck(t))k∈Z

)
t>0

is Cauchy in ℓ2(Z) as

t ↘ 0. But the latter is complete by the Riesz-Fischer theorem so for some (ak)k∈Z ∈ ℓ2(Z)
we have

∑
k∈Z |ck(t)− ak|2 → 0 as t↘ 0. Now we have in particular that ut → u in S ′(R) as

t↘ 0 so, by S ′ continuity of the Fourier transform, also ût → û in S ′(R) as t↘ 0. Since

ût = 2π
∑
k∈Z

ck(t)δk and û = 2π
∑
k∈Z

ckδk,

it follows that ck(t) → ck as t↘ 0 pointwise in k ∈ Z. Therefore ck = ak for all k ∈ Z, and so
taking t↘ 0 in

1
2π

∫ 2π

0
|ut(x)|2 dx =

∑
k∈Z

|ck(t)|2

and Parseval’s formula (30) follows. Finally we check that for m, n ∈ N,

1
2π

∫ 2π

0

∣∣∣∣∣u(x)−
n∑

k=−m

cke
ikx

∣∣∣∣∣
2

dx = 1
2π

∫ 2π

0
|u(x)|2 dx−

n∑
k=−m

|ck|2 → 0 as m, n→ ∞.

In the opposite direction we are given (Ck)k∈Z ∈ ℓ2(Z). Since then clearly supk∈Z |Ck| <∞ we
may by virtue of Proposition 2.9 (2) define

u :=
∑
k∈Z

Cke
ikx

with convergence in S ′(R). It follows by the previous part of the proof that the series converges
in L2(0, 2π) so the proof is concluded.

Example 2.12. When f : R → C is a 2π-periodic H1
loc function with c0 =

1
2π

∫ 2π
0 f(x) dx, then∫ 2π

0
|f(x)− c0|2 dx ⩽

∫ 2π

0
|f ′(x)|2 dx

holds. Equality holds precisely when f = c0 + c−1e
−ix + c1e

ix.

By Plancherel’s theorem for Fourier series we have f(x) =
∑

k∈Z cke
ix in L2(0, 2π) and f ′(x) =∑

k∈Z ikcke
ix in L2(0, 2π). Consequently Parseval’s identity gives∫ 2π

0
|f(x)− c0|2 dx =2π

∑
k∈Z\{0}

|ck|2

=2π
∑

k∈Z\{0}

k2

k2
|ck|2

⩽ 2π
∑

k∈Z\{0}

|ikck|2

=

∫ 2π

0
|f ′(x)|2 dx

as required. We note that equality occurs precisely when ck = 0 for all k ∈ Z \ {0,±1}.
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Remark 2.13. We have briefly discussed convergence properties of Fourier series and have
emphasized that our results refer to convergence of

∑k=n
k=−m cke

ikx in various different senses
(C∞, L2

loc and S ′) as m, n → ∞. Classically one has however approached the question of
convergence differently and been interested in the convergence of the symmetric partial sums

Sn(x) :=

n∑
k=−n

cke
ikx

as n → ∞. In this connection it is also customary to discuss summability methods, including
in particular Cesàro summability and Abel summability. The former refers to convergence of
arithmetic means of the partial sums

Fn(x) :=
1
n

n−1∑
j=0

Sj(x)

and the latter to convergence of the Abel means

An(x, r) :=

n∑
k=−n

ckr
|k|eikx,

where r ∈ (0, 1).

2.2 Fundamental solutions

Theorem 2.14. Let n ⩾ 3. Then

E(x) = − 1

(n− 2)ωn−1
|x|2−n,

x ∈ Rn \ {0}, is a fundamental solution for ∆.

Remark 2.15. Note that E is C∞ away from zero, E ∈ L1
loc(Rn) ∩ S ′(Rn), and that

∂jE =
1

ωn−1
xj |x|−n ∈ L1

loc(Rn).

The constant ωn−1 is the surface area of Sn−1 in Rn. One can show that ωn−1 = nLn(B1(0)),
and

Ln(B1(0)) =
π

n
2

Γ
(
n
2 + 1

)
for all n ∈ N. In particular, we record the values for n = 2 and 3:

ω1 = 2L2(B1(0)) = 2π, ω2 = 3L3(B1(0)) = 4π.

The calculation uses Γ(x+ 1) = xΓ(x) and Γ(12) =
√
π. Note also that
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• in n = 1 the Laplacian d2

dx2 has fundamental solution x+,

• in n = 2 the Laplacian ∆ = ∂2

∂x2 + ∂2

∂y has fundamental solution 1
2π log

√
x2 + y2. This is

called the logarithmic potential ;

• in n = 3 the Laplacian ∆ = ∂2

∂x2 + ∂2

∂y2
+ ∂2

∂z2
has fundamental solution

− 1

4π

1√
x2 + y2 + z2

.

This is called the Newtonian potential.

Proof. Fourier transforming ∆E = δ0 we get

1 = δ̂0 = ∆̂E = −|ξ|2Ê(ξ).

This is not enough to deduce that Ê(ξ) = − 1
|ξ|2 , only that

Ê(ξ) = − 1

|ξ|2
+ T̂

for some T ∈ S ′(Rn) satisfies ∆T = 0. This means that −|ξ|2T̂ = 0 in S ′(Rn). Hence if
φ ∈ S (Rn) and 0 /∈ suppφ, then

ψ(ξ) = −φ(ξ)
|ξ|2

for ξ 6= 0 and ψ(0) = 0 belongs to S (Rn), and so

〈T̂ , φ〉 = 〈−|ξ|2T̂ , ψ〉 = 0.

We express this by supp T̂ = {0}, that is T̂ has support {0}. From B4.3 we know that this
implies that T̂ ∈ span{∂αδ0 : α ∈ Nn

0}, and hence that T ∈ span{(2π)−n(ix)α : α ∈ Nn
0} =

C[x]. Since also ∆T = 0, we see that T must be a harmonic polynomial. Note that implicit in
this is the Liouville-type result saying that if T ∈ S ′(Rn) is harmonic, then T is a polynomial.
Now we return to the quest for fundamental solutions:

Ê(ξ) = − 1

|ξ|2
+ T̂ (ξ).

We only need one, so consider Ê = − 1
|ξ|2 . The result then follows from the following.

Lemma 2.16 (Auxiliary Lemma). Let α ∈ (−n, 0) and put f(x) = |x|α. Then f ∈ L1
loc(Rn)∩

S ′(Rn) and f̂(ξ) = c(n, α)|ξ|−n−α, where

c(n, α) = 2α+nπ
n
2
Γ
(
n+α
2

)
Γ
(
−α

2

)
and −n < −n− α < 0.
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Proof. We start with the observation that for x 6= 0

|x|αΓ
(
−α
2

)
= |x|α

∫ ∞

0
t−

α
2
−1e−t dt =

∫ ∞

0
s−

α
2
−1e−s|x|2 ds,

where we made the substitution t = s|x|2, and hence

|x|α =
1

Γ
(
−α

2

) ∫ ∞

0
s−

α
2
−1e−s|x|2 ds.

Note that
1

Γ
(
−α

2

) ∫ j

0
s−

α
2
−1e−s|x|2 ds −→

j→∞
|x|α

in S ′(Rn) and Riemann sums for the integrals

1

Γ
(
−α

2

) ∫ j

0
s−

α
2
−1e−s|x|2 ds.

for j fixed converge as mesh size tends to zero in the S ′(Rn) sense. Consequently we get by
S ′-continuity and linearity of F that

Fx→ξ(|x|α) =
1

Γ
(
−α

2

) ∫ ∞

0
s−

α
2
−1Fx→ξ(e

−s|x|2) ds

=
1

Γ
(
−α

2

) ∫ ∞

0
s−

α
2
−1
(π
s

)n
2
e−

|ξ|2
4s ds

=
π

n
2

Γ
(
−α

2

) ( |ξ|
2

)−n−α ∫ ∞

0
t
n+α
2

−1e−t dt

= 2n+απ
n
2
Γ
(
n+α
2

)
Γ
(
−α

2

) |ξ|−n−α.
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