# Low-Dimensional Topology and Knot Theory 

András Juhász

## Contents

Introduction ..... 4
Chapter 1. Higher dimensional manifolds ..... 6
1.1. Topological manifolds ..... 6
1.2. Fibre bundles ..... 10
1.3. Smooth manifolds ..... 12
1.4. Embeddings, immersions, and submersions ..... 17
1.5. Morse theory ..... 20
1.6. Handle decompositions and surgery ..... 23
1.7. Cobordisms ..... 26
1.8. The Whitney trick ..... 28
1.9. The h-cobordism theorem ..... 30
Chapter 2. 3-manifolds ..... 33
2.1. The Schönflies theorem ..... 33
2.2. Heegaard decompositions and diagrams ..... 34
2.3. Incompressible surfaces and the loop theorem ..... 37
2.4. Haken manifolds ..... 41
2.5. Normal surfaces and prime decomposition ..... 42
Chapter 3. Knots and links ..... 48
3.1. Knots and links ..... 48
3.2. Reidemeister moves ..... 49
3.3. Seifert surfaces ..... 50
3.4. The Seifert form ..... 53
3.5. Important classes of knots ..... 56
3.6. The knot group ..... 60
3.7. Fibred knots ..... 62
3.8. The Jones polynomial ..... 64
3.9. Constructing 3 -manifolds using links ..... 66
Chapter 4. 4-manifolds ..... 69
4.1. Kirby calculus ..... 69
4.2. The intersection form and the classification of 4-manifolds ..... 72
Bibliography ..... 77

## Introduction

This course gives an introduction to low-dimensional topology. This is the study of manifolds of dimensions two, three, and four, and includes knot theory. Roughly speaking, an $n$-dimensional manifold is a topological space that locally looks like $\mathbb{R}^{n}$. They arise as configurations spaces of mechanical systems or solution sets of equations. They also appear in theoretical physics, for example as spacetimes in different versions of string theory.

To understand the distinction between low $(\leq 4)$ and high $(>4)$ dimensions, we first introduce the general theory of topological and smooth manifolds, and give an overview of high dimensions. A particularly fruitful tool is to look at the critical points of smooth functions on a smooth manifold, which is called Morse theory. This allows one to decompose manifolds into handles, which can be thought of as thickened cells of a cell decomposition. The Whitney trick, which is a method to eliminate pairs of intersection points of complementary-dimensional submanifolds and only works in high dimensions, allows us to prove the celebrated h-cobordism theorem. As a corollary, we obtain the generalised Poincaré conjecture, which states that, if a smooth $n$-manifold for $n \geq 5$ is simply-connected and has the same homology as the $n$-sphere, then it is homeomorphic to it.

We then cover some results from the classical theory of 3-manifolds. This includes the Schönflies theorem (every smoothly embedded 2 -sphere in $\mathbb{R}^{3}$ bounds a disk), Dehn's lemma and the loop theorem, unique prime decomposition of 3 -manifolds via normal surface theory, and the classification of lens spaces (3manifolds that can be obtained by gluing together two solid tori).

3 - and 4 -manifolds can be described using links in the 3 -sphere whose components are labelled by integers. Hence, knot theory forms a fundamental part of low-dimensional topology. We introduce some classical knot invariants, such as the Alexander polynomial and the signature. These can be derived from surfaces that the knot bounds. We introduce several important classes of knots, then study the fundamental group of the knot complement. We give a brief overview of a more modern knot invariant called the Jones polynomial, whose topological meaning is still mysterious. Moving towards dimension four, we study surfaces that a knot bounds in the 4-ball. Dehn surgery is a tool for removing a neighbourhood of a knot and regluing it in order to obtain a new 3-manifold. One can obtain any 3 -manifold using a sequence of such surgeries on knots in the 3 -sphere. Another way to obtain new 3 -manifolds from a link in the 3 -sphere is via branched covers (meromorphic maps are analogues in dimension 2).

We conclude with looking at 4-manifolds. Kirby calculus gives us a diagrammatic way to define and manipulate 4 -manifolds using links. We then overview
the classification of simply-connected topological 4-manifolds in terms of their intersection forms on second homology due to Freedman, and the obstructions to topological 4-manifolds admitting smooth structures due to Donaldson.

It will become apparent by the end of this course that low-dimensional topology uses tools from many areas of mathematics, including geometry, analysis, and algebra.

## CHAPTER 1

## Higher dimensional manifolds

Manifolds form a particularly nice class of topological spaces that appear in many areas of mathematics. We first give a brief introduction to topological and smooth manifolds, but will mostly focus on smooth manifolds thereafter. We do assume some basic familiarity with 1-manifolds and surfaces. We then give an overview of Morse theory, which allows one to study smooth manifolds using the critical points of smooth functions they admit. This leads us to handle decompositions and the h-cobordism theorem, a key result that underlies the classification of higher dimensional manifolds using surgery theory.

### 1.1. Topological manifolds

For a non-negative integer $n$, an $n$-dimensional manifold (or $n$-manifold, in short) is a topological space that locally looks like Euclidean space $\mathbb{R}^{n}$. We now give a rigorous definition.

Definition 1.1.1. An $n$-dimensional (topological) manifold $M$ is a topological space such that
(1) each point of $M$ has a neighbourhood homeomorphic to $\mathbb{R}^{n}$,
(2) $M$ is second countable (i.e., it has a countable basis of open sets), and
(3) $M$ is Hausdorff (i.e., different points have disjoint neighbourhoods).

EXERCISE 1.1.2. Give examples of topological spaces that satisfy exactly two of conditions (1)-(3).

Topological manifolds form a subcategory of the category of topological spaces, where the morphisms are continuous maps. As for topological spaces, isomorphisms are the homeomorphisms.

We now look at some examples. Clearly, $\mathbb{R}^{n}$ is an $n$-manifold. So is the $n$-sphere

$$
S^{n}=\left\{x \in \mathbb{R}^{n+1}:|x|=1\right\} .
$$

The real projective space

$$
\mathbb{R P}^{n}=\left(\mathbb{R}^{n+1} \backslash\{0\}\right) / \mathbb{R}^{*}=S^{n} /\{ \pm 1\}
$$

is the set of lines in $\mathbb{R}^{n+1}$. The complex projective space

$$
\mathbb{C P}^{n}=\left(\mathbb{C}^{n+1} \backslash\{0\}\right) / \mathbb{C}^{*}=S^{2 n+1} / S^{1}
$$

is the set of complex lines in $\mathbb{C}^{n+1}$, and has (real) dimension $2 n$. All the familiar matrix groups $\mathrm{GL}(n), \mathrm{O}(n), \mathrm{SO}(n)$ etc. are manifolds (in fact, they are Lie groups).

Manifolds with boundary will also play an important role. We write

$$
\mathbb{R}_{+}^{n}:=\left\{\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{R}^{n}: x_{n} \geq 0\right\}
$$

Definition 1.1.3. An $n$-dimensional manifold with boundary is a topological space $M$ such that
(1) each point of $M$ has a neighbourhood homeomorphic to $\mathbb{R}^{n}$ or $\mathbb{R}_{+}^{n}$,
(2) $M$ is second countable, and
(3) $M$ is Hausdorff.

The interior $\operatorname{Int}(M)$ of $M$ consists of those points of $M$ that have neighbourhoods homeomorphic to $\mathbb{R}^{n}$, and its boundary is $\partial M:=M \backslash \operatorname{Int}(M)$.

Note that, if a point of $M$ has a neighbourhood homeomorphic to $\mathbb{R}^{n}$, then it also has a neighbourhood homeomorphic to $\mathbb{R}_{+}^{n}$, so we cannot define $\partial M$ as the set of points of $M$ having a neighbourhood homeomorphic to $\mathbb{R}_{+}^{n}$. The subspace $\partial M$ is a manifold without boundary.

For example, the $n$-disk

$$
D^{n}=\left\{x \in \mathbb{R}^{n}:|x| \leq 1\right\}
$$

is a manifold with boundary $S^{n-1}$. We will write $B^{n}$ for the open ball $\operatorname{Int}\left(D^{n}\right)$. Note that every manifold is a manifold with (empty) boundary. We say that a manifold is closed if it is compact and has no boundary.

Definition 1.1.4. A subset $N$ of an $m$-manifold $M$ is called a submanifold if it is a manifold with the subspace topology. We say that $N$ is a locally flat submanifold of $M$ if each $p \in N$ has a neighbourhood $U_{p} \subset M$ such that the pair $\left(U_{p}, U_{p} \cap N\right)$ is homeomorphic to $\left(\mathbb{R}^{m}, \mathbb{R}^{n}\right)$ for some $n$.

Example 1.1.5. Let $K$ be a non-trivial knot in $S^{3}$; i.e., a connected, locally flat 1-dimensional submanifold of $S^{3}$ such that the pair $\left(S^{3}, K\right)$ is not homeomorphic to $\left(S^{3}, S^{1}\right)$. Then the cone on $K$ from the centre $\underline{0}$ of $D^{4}$ is a submanifold of $D^{4}$, but it is not locally flat at $\underline{0}$.

Definition 1.1.6. A closed, connected $n$-manifold is called orientable if

$$
H_{n}(M) \cong \mathbb{Z}
$$

If $M$ is orientable, an orientation of $M$ is a choice of generator of $H_{n}(M)$. This generator is called a fundamental class.

Note that the above isomorphism is not canonical, and hence there is no preferred orientation. The above homological definition of orientation captures the intuition of having a coherent system of local orientations in the following sense: Let $\alpha \in H_{n}(M) \cong \mathbb{Z}$ be a generator. Then, for every point $p \in M$, the image of $\alpha$ under the $\operatorname{map} H_{n}(M) \rightarrow H_{n}(M, M \backslash\{p\})$ induced by the embedding $(M, \emptyset) \rightarrow(M, M \backslash\{p\})$ is a generator of $H_{n}(M, M \backslash\{p\}) \cong \mathbb{Z}$.

More generally, if $M$ is a compact, connected manifold with boundary, then $M$ is called orientable when $H_{n}(M, \partial M) \cong \mathbb{Z}$, and an orientation is a generator of this group. A fundamental example of a non-orientable manifold is the Möbius band. A 2-manifold is orientable if and only if it does not contain a Möbius band.

EXERCISE 1.1.7. Construct a cell decomposition of $\mathbb{R P}^{n}$, and use this to compute the homology groups $H_{*}\left(\mathbb{R} \mathbb{P}^{n} ; \mathbb{Z}\right), H_{*}\left(\mathbb{R P}^{n} ; \mathbb{Z}_{2}\right)$, and the cohomology ring $H^{*}\left(\mathbb{R} \mathbb{P}^{n} ; \mathbb{Z}_{2}\right)$. For what $n$ is $\mathbb{R} \mathbb{P}^{n}$ orientable?

One of the main problems of manifold topology is the classification of manifolds.

ExErcise 1.1.8. Show that a 0 -manifold is a discrete, countable topological space.

We shall focus on connected manifolds, as every other manifold is a countable disjoint union of such. We state the classification of 1-manifolds. For a proof, see for example Fuks-Rokhlin [13] or Milnor [44].

THEOREM 1.1.9. Every connected 1-manifold with boundary is homeomorphic to one of $S^{1}, \mathbb{R},[0, \infty)$, or $I:=[0,1]$.

If $M$ and $N$ are manifolds with boundary, we can form their product $M \times N$, which has dimension $\operatorname{dim}(M)+\operatorname{dim}(N)$. For example, the $n$-torus $T^{n}$ is the product of $n$ copies of $S^{1}$. We call $S^{1} \times D^{2}$ a solid torus.

Exercise 1.1.10. Show that $\partial(M \times N)=(\partial M \times N) \cup(M \times \partial N)$.
REmARK 1.1.11. Clearly, $(\partial M \times N) \cap(M \times \partial N)=\partial M \times \partial N$. In particular, by applying the formula of Exercise 1.1.10 to $S^{3}=\partial D^{4} \approx \partial\left(D^{2} \times D^{2}\right)$, we see that

$$
S^{3}=\left(S^{1} \times D^{2}\right) \cup\left(D^{2} \times S^{1}\right)
$$

In other words, we can obtain the 3 -sphere by gluing two solid tori along their boundaries. The gluing map interchanges the meridian $\{1\} \times S^{1}$ and the longitude $S^{1} \times\{1\}$ of $T^{2}=\partial\left(S^{1} \times D^{2}\right)$.

Another important operation on manifolds is the connected sum. Suppose that $M$ and $N$ are manifolds of the same dimension $n$. Remove interiors of closed balls from $M$ and $N$, and glue them along their sphere boundaries. The resulting manifold $M \# N$ only depends on which components of $M$ and $N$ we removed the balls from, up to homeomorphism. If $n>2$, then $\pi_{1}\left(S^{n-1}\right) \cong 1$, and hence $\pi_{1}(M \# N)$ is the free product of $\pi_{1}(M)$ and $\pi_{1}(N)$ by the Seifert-van Kampen theorem.

A manifold of dimension two is also called a surface. For a positive integer $g$, let $\Sigma_{g}$ be the connected sum of $g$ copies of the 2-torus $T^{2}$, and we write $\Sigma_{0}=S^{2}$. The surface $\Sigma_{g}$ is orientable; i.e., two-sided. Here $g$ is called the genus of the orientable surface $\Sigma_{g}$. We can obtain the non-orientable surface $N_{g}$ by taking the connected sum of $g \geq 1$ copies of the real projective plane $\mathbb{R}^{2} \mathbb{P}^{2}$. We now state the classification of compact surfaces without proof.

Theorem 1.1.12. Every closed, connected surface is homeomorphic to either $\Sigma_{g}$ for some $g \geq 0$, or $N_{g}$ for some $g \geq 1$. Compact surfaces with boundary are obtained from these by removing finitely many open balls.

The proof for triangulated surfaces can be found in most introductory textbooks (see for example Munkres [52]) and was covered in the Part A Topology option. The fact that every topological surface can be triangulated is a non-trivial result of Radó [57]; see also Hatcher [22]. This is not true in higher dimensions, as there are topological manifolds in every dimension at least 5 that cannot be triangulated by the work of Manolescu [39]. Surprisingly, the proof of this result relies on a gauge-theoretic invariant of 3-manifolds called monopole Floer homology.

3 -manifolds are much more complicated. While a lot is known about them, we do not have a complete classification as in dimension 2 and below. The most important 3 -manifold invariant is the fundamental group. Perelman proved the famous Poincaré Conjecture only 100 years after it was first formulated. This states that the only closed simply-connected 3 -manifold is $S^{3}$. In fact, he proved the much
stronger Geometrisation Conjecture of Bill Thurston: Every closed 3-manifold can be cut along embedded 2 -spheres and 2 -tori such that each of the resulting pieces carries one of eight special geometric structures. These include spherical, Euclidean, and hyperbolic. The most difficult to understand are the hyperbolic pieces, which are determined by their fundamental groups by Mostow rigidity.

In dimensions 4 and higher, there is no hope for obtaining a complete classification. This is due to the following two results:

Theorem 1.1.13. For every finitely presented group $G$ and integer $n \geq 4$, there exists a closed $n$-manifold $M$ with $\pi_{1}(M) \cong G$.

Proof. Let $\left\langle x_{1}, \ldots, x_{k} \mid r_{1}, \ldots, r_{l}\right\rangle$ be a presentation of $G$. Consider the $n$ manifold $X$ obtained by taking the connected sum of $k$ copies of $S^{1} \times S^{n-1}$. Then $\pi_{1}(X)$ is the free product of $k$ copies of

$$
\pi_{1}\left(S^{1} \times S^{n-1}\right) \cong \pi_{1}\left(S^{1}\right) \times \pi_{1}\left(S^{n-1}\right) \cong \mathbb{Z}
$$

i.e., $\pi_{1}(X) \cong\left\langle x_{1}, \ldots, x_{k}\right\rangle$.

We are now going to change $X$ to introduce the relations $r_{1}, \ldots, r_{l}$ using an operation called surgery that we will discuss in more detail later. Let $\gamma_{i}$ be a curve in $X$ freely homotopic to the relation $r_{i} \in \pi_{1}(X)$ for $i \in\{1, \ldots, l\}$. As $n \geq 3$, we can assume that the curves $\gamma_{1}, \ldots, \gamma_{l}$ are embedded, pairwise disjoint, and have neighbourhoods $N\left(\gamma_{i}\right)$ homeomorphic to $S^{1} \times D^{n-1}$ by representing each generator $x_{i}$ using curves of the form $S^{1} \times\{p\}$ for some $p \in S^{n-1}$.

An application of the Seifert-van Kampen theorem shows that

$$
\pi_{1}\left(X \backslash N\left(\gamma_{1} \cup \cdots \cup \gamma_{l}\right)\right) \cong \pi_{1}(X)
$$

Indeed, $\pi_{1}\left(N\left(\gamma_{i}\right)\right) \cong \mathbb{Z}$ is generated by $\left[\gamma_{i}\right]$, which is homotopic to the generator of

$$
\pi_{1}\left(\partial N\left(\gamma_{i}\right)\right) \cong \pi_{1}\left(S^{1} \times S^{n-2}\right) \cong \mathbb{Z}
$$

where we have used that $\pi_{1}\left(S^{n-2}\right) \cong 1$ as $n \geq 4$. Hence, gluing $N\left(\gamma_{i}\right)$ to $X \backslash N\left(\gamma_{1} \cup\right.$ $\left.\cdots \cup \gamma_{l}\right)$ does not change the fundamental group, as it introduces a new generator $y_{i}$ and a new relation $y_{i}=w_{i}$ for an element $w_{i} \in \pi_{1}\left(X \backslash N\left(\gamma_{1} \cup \cdots \cup \gamma_{l}\right)\right)$.

Finally, we glue a copy of $D^{2} \times S^{n-2}$ to $\partial N\left(\gamma_{i}\right) \approx S^{1} \times S^{n-2}$ such that $\partial D^{2}$ is identified with $S^{1} \times\{p\}$ for each $i \in\{1, \ldots, l\}$ for some $p \in S^{n-2}$. Again, by the Seifert-van Kampen theorem, this kills the homotopy class of $\gamma_{i}$.

REmARK 1.1.14. In contrast, note that the fundamental group of every closed 3 -manifold has a presentation with the same number of generators as relations, and is hence not arbitrary. This holds since every closed 3-manifold admits a Heegaard decomposition; see Chapter 2.2.

Theorem 1.1.15. There is no algorithm to decide whether two finitely presented groups are isomorphic.

Hence, to classify manifolds of dimension at least 4, one has to put restrictions on the fundamental group. A natural choice is the class of simply-connected manifolds. Simply-connected topological 4-manifolds were classified by Freedman; see Chapter 4.2.

### 1.2. Fibre bundles

Here, we review the necessary background on fibre bundles without proofs. For further details, see the books of Steenrod [66] and Milnor-Stasheff [46]. Intuitively, a fibre bundle is a space $E$ that is locally a product, but might be twisted globally.

Definition 1.2.1. A fibre bundle consists of a surjective, continuous map $\pi: E \rightarrow B$, where $E$ is called the total space and $B$ the base space, and a topological space $F$ called the fibre. We assume that $B$ is path-connected, and that each point of $B$ has a neighbourhood $U$ such that there is a homeomorphism $h: \pi^{-1}(U) \rightarrow U \times F$ that makes the following diagram commutative:

where $p_{U}$ is projection onto $U$.
It immediately follows from the definition that $F_{b}:=\pi^{-1}(\{b\})$ is homeomorphic to the fibre $F$ for every $b \in B$. However, this homeomorphism is not canonical. Depending on the context, we will denote a fibre bundle using only the total space $E$, by $\pi: E \rightarrow B$, or by $F \rightarrow E \rightarrow B$, where $F \rightarrow E$ refers to a homeomorphism between $F$ and $\pi^{-1}(\{b\})$ for some $b \in B$.

Example 1.2.2. (1) A covering space is a fibre bundle where $\pi$ is a local homeomorphism, and consequently $F$ is discrete.
(2) If $\mu$ is the Möbius band, then the projection $\pi: \mu \rightarrow S^{1}$ onto its core circle is a fibre bundle with fibre $[-1,1]$.
(3) Let $\varphi: F \rightarrow F$ be a homeomorphism. Then

$$
M_{\varphi}:=I \times F /(1, x) \sim(0, \varphi(x))
$$

called the mapping torus of $\varphi$, is a fibre bundle over $S^{1}$ with fibre $F$, where $\pi([(t, x)]):=t$ for $t \in I$ and $x \in F$. When $F=[-1,1]$ and $\varphi(x)=-x$, we recover the previous example.

Definition 1.2.3. Let $\pi: E \rightarrow B$ and $\pi^{\prime}: E^{\prime} \rightarrow B^{\prime}$ be fibre bundles. A bundle morphism consists of continuous maps $\varepsilon: E \rightarrow E^{\prime}$ and $\beta: B \rightarrow B^{\prime}$ such that the following diagram commutes:


Bundles and morphisms between them form a category, and hence we can talk about bundle isomorphisms. If the base space $B$ is contractible, then every bundle over it is trivial; i.e., equivalent to a product.

Definition 1.2.4. We say that $s: B \rightarrow E$ is a section of the bundle $\pi: E \rightarrow B$ if $\pi \circ s=\operatorname{Id}_{B}$.

Not every bundle admits a section. For example, consider the nontrivial double cover of $S^{1}$.

Definition 1.2.5. Let $\pi: E \rightarrow B$ be a fibre bundle with fibre $F$. Given a continuous map $\phi: B^{\prime} \rightarrow B$, we can form the pullback bundle $\pi^{\prime}: \phi^{*} E \rightarrow B^{\prime}$ by setting

$$
\phi^{*} E:=\left\{\left(b^{\prime}, e\right) \in B^{\prime} \times E: \phi\left(b^{\prime}\right)=\pi(e)\right\}
$$

and $\pi^{\prime}\left(b^{\prime}, e\right):=b^{\prime}$. Then this is also a fibre bundle with fibre $F$. Furthermore, if we set $\varepsilon\left(b^{\prime}, e\right):=e$, then $(\varepsilon, \phi)$ is a bundle morphism; i.e., the following diagram is commutative:


If $s$ is a section of $\pi: E \rightarrow B$, then we can define its pullback as

$$
\phi^{*} s\left(b^{\prime}\right):=\left(b^{\prime}, s\left(\phi\left(b^{\prime}\right)\right)\right)
$$

Recall that a topological group is a group $G$ that is endowed with a topology such that the product $G \times G \rightarrow G$ and the inverse $G \rightarrow G$ are both continuous.

DEfinition 1.2.6. Let $F \rightarrow E \xrightarrow{\pi} B$ be a fibre bundle, and let $G$ be a topological group admitting a left homeomorphism action on $F$. A $G$-atlas on the bundle is a set of local trivialisations

$$
\left\{\left(U_{i}, h_{i}: \pi^{-1}\left(U_{i}\right) \rightarrow U_{i} \times F\right): i \in \mathcal{I}\right\}
$$

where $\mathcal{I}$ is an index set and $\left\{U_{i}: i \in \mathcal{I}\right\}$ is an open cover of $B$, such that the transition maps

$$
h_{j} \circ h_{i}^{-1}:\left(U_{i} \cap U_{j}\right) \times F \rightarrow\left(U_{i} \cap U_{j}\right) \times F
$$

are of the form $h_{j} \circ h_{i}^{-1}(b, x)=\left(b, t_{i j}(b) x\right)$ for continuous transition functions $t_{i j}: U_{i} \cap U_{j} \rightarrow G$.

Two $G$-atlases are equivalent if their union is also a $G$-atlas. A $G$-structure on a fibre bundle is an equivalence class of $G$-atlases.

The transition functions satisfy the following conditions:
(1) $t_{i i} \equiv 1$,
(2) $t_{i j}=t_{j i}^{-1}$, and
(3) $t_{i j} t_{j k}=t_{i k}$.

Hence, the transition functions form a Čech 1-cocycle.
Closely related to the notion of $G$-bundles are principal bundles.
Definition 1.2.7. Let $G$ be topological group. Then a principal $G$-bundle is a fibre bundle $\pi: P \rightarrow B$ such that $P$ admits a continuous right action of $G$ that preserves the fibres, and acts by homeomorphisms on each fibre freely and transitively.

In particular, the fibre of a principal $G$-bundle is homeomorphic to $G$, though not canonically. The homeomorphism becomes canonical once we fix the identity element of the fibre. A principal bundle is trivial if and only if it admits a section.

Suppose that $\pi: P \rightarrow B$ is a principal $G$-bundle, and that $G$ acts on a topological space $F$ on the left by homeomorphisms. Then we can form the associated bundle

$$
P \times_{G} F:=P \times F /_{(p, f) \sim\left(p g, g^{-1} f\right)},
$$

which is a fibre bundle with a $G$-structure.

Conversely, given a fibre bundle $\pi: E \rightarrow B$ with a $G$-structure, we can associate to it a principal $G$-bundle over $B$ by using the transition functions $t_{i j}$ to glue $U_{i} \times G$ and $U_{j} \times G$.

Definition 1.2.8. Let $\mathbb{F}$ be either $\mathbb{R}$ or $\mathbb{C}$. A rank $n$ vector bundle over $\mathbb{F}$ is a fibre bundle $\mathbb{F}^{n} \rightarrow E \xrightarrow{\pi} B$ such that
(1) $\pi^{-1}(b)$ has the structure of an $\mathbb{F}$-vector space for every $b \in B$;
(2) every point of $B$ has a neighbourhood $U$ and a local trivialisation

$$
h: \pi^{-1}(U) \rightarrow U \times \mathbb{F}^{n}
$$

such that

$$
\left.h\right|_{\pi^{-1}(\{b\})}: \pi^{-1}(\{b\}) \rightarrow\{b\} \times \mathbb{F}^{n}
$$

is a linear isomorphism for every $b \in U$.
Equivalently, a real vector bundle is a fibre bundle with fibre $\mathbb{R}^{n}$ and a $\operatorname{GL}(n, \mathbb{R})$ structure. One can construct the associated principal $\mathrm{GL}(n, \mathbb{R})$-bundle by considering the bundle of $n$-frames in the fibres of the vector bundle. Similarly, a complex vector bundle is associated to the principal $\mathrm{GL}(n, \mathbb{C})$-bundle of complex $n$-frames in its fibres.

A fundamental operation on vector bundles is the direct sum or Whitney sum operation. Given vector bundles $\xi$ and $\eta$ over the same base space $B$, we can define their direct sum $\xi \oplus \eta$ as a vector bundle over $B$ whose fibre over $b \in B$ is $\xi_{b} \oplus \eta_{b}$. Its precise definition is the following:

Definition 1.2.9. Let $\xi$ and $\eta$ be vector bundles over $B$. Then

$$
\xi \oplus \eta:=\Delta^{*}(\xi \times \eta)
$$

where $\Delta: B \rightarrow B \times B$ is the diagonal map, and $\xi \times \eta$ is the product bundle over $B \times B$.

Given a real rank $n$ vector bundle $\xi$, its structure group is GL $(n, \mathbb{R})$. Fixing a Riemannian metric on $\xi$; i.e., a positive definite, symmetric bilinear form on each fibre of $\xi$ that varies continuously, reduces the structure group to $O(n)$. Indeed, the associated principal $O(n)$-bundle consists of orthonormal $n$-frames in the fibres of $\xi$. Every vector bundle admits a Riemannian metric, and so we can reduce its structure group to $O(n)$. Note that $O(n)$ is a deformation retract of $\operatorname{GL}(n, \mathbb{R})$ by the Gram-Schmidt process.

Fixing a consistent orientation on the fibres of $\xi$ reduces the structure group to $\mathrm{GL}_{+}(n, \mathbb{R})$. If we are also given a Riemannian metric and an orientation, the structure group is $\mathrm{SO}(n)$. Recall that $\mathrm{SO}(2) \approx S^{1}$ and $\pi_{1}(\mathrm{SO}(n)) \cong \mathbb{Z}_{2}$ for $n>2$.

Definition 1.2.10. For $n \geq 2$, the spin group $\operatorname{Spin}(n)$ is the connected double cover of $\operatorname{SO}(n)$. Let $\xi$ be an oriented rank $n$ vector bundle over $B$, and write $P(\xi)$ for the associated principal $\mathrm{SO}(n)$-bundle. A spin structure on $\xi$ consists of a principal $\operatorname{Spin}(n)$-bundle $\tilde{P} \rightarrow B$, together with a bundle morphism $\tilde{P} \rightarrow P(\xi)$ that is fibrewise the nontrivial double cover $\operatorname{Spin}(n) \rightarrow \mathrm{SO}(n)$.

### 1.3. Smooth manifolds

We say that a function from $\mathbb{R}^{n}$ to $\mathbb{R}^{m}$ is smooth or $C^{\infty}$ if it is infinitely differentiable; i.e., its coordinate functions have continuous partial derivatives of arbitrarily high order. Smooth manifolds are topological manifolds with some extra
structure that allows one to define smooth maps between them. We can think of a smooth $n$-manifold as being glued together from open subsets of $\mathbb{R}^{n}$ such that the gluing maps are all smooth with a smooth inverse (i.e., diffeomorphisms). Alternatively, we can think of it as a topological manifold with a set of local charts that form the pages of an atlas, and when converting coordinates from one chart to the other, we apply a smooth map. For example, a usual atlas of the surface of the Earth, which is topologically $S^{2}$, consists of pages each showing a planar region.

Definition 1.3.1. Let $M$ be a topological $n$-manifold. A chart on $M$ is a homeomorphism $\phi$ from an open subset $U$ of $M$ to an open subset of $\mathbb{R}^{n}$. A smooth atlas of $M$ is a set $\mathcal{A}$ of charts $\left\{\left(U_{i}, \phi_{i}\right): i \in \mathcal{I}\right\}$ such that $M=\bigcup_{i \in \mathcal{I}} U_{i}$ and the transition function

$$
\phi_{j} \circ \phi_{i}^{-1}: \phi_{i}\left(U_{i} \cap U_{j}\right) \rightarrow \phi_{j}\left(U_{i} \cap U_{j}\right)
$$

is smooth for every $i, j \in \mathcal{I}$. We say that the smooth atlases $\mathcal{A}$ and $\mathcal{A}^{\prime}$ are equivalent if $\mathcal{A} \cup \mathcal{A}^{\prime}$ is also a smooth atlas. A smooth structure on the topological manifold $M$ is an equivalence class of smooth atlases.

REmARK 1.3.2. In the above definition, we could replace the word "smooth" with " $C^{k}$-differentiable" to define $C^{k}$-differentiable manifolds. However, there is a bijection between $C^{k}$-differentiable and smooth structures on any topological manifold for $k \geq 1$, so we will only study smooth manifolds. We will use the terms "local coordinates" and "chart" interchangeably.

If we require the transition functions to be analytic, we obtain the class of real analytic manifolds. If we are given charts to $\mathbb{C}^{k}$ with biholomorphic transition functions, we obtain complex manifolds. A 1-dimensional complex manifold is called a Riemann surface.

If the transition maps are piecewise linear, we obtain the notion of PL manifolds. A triangulation of a topological manifold is a homeomorphism with the topological realisation of a simplicial complex. Recall that the link of a vertex $v$ of a triangulation is the boundary of the union of closed simplices incident to $v$. A PL structure corresponds to a triangulation where the link of every vertex is a sphere.

Every smooth manifold can be triangulated; see Munkres [51]. However, not every triangulable manifold admits a smooth structure, even if we assume that the boundary of the link of each vertex is a sphere.

Definition 1.3.3. Let $M$ and $N$ be smooth manifolds with smooth atlases $\left\{\left(U_{i}, \phi_{i}\right): i \in \mathcal{I}\right\}$ and $\left\{\left(V_{j}, \psi_{j}\right): j \in \mathcal{J}\right\}$. We say that the map $f: M \rightarrow N$ is $C^{r}$ for $r \in \mathbb{N} \cup\{\infty\}$ if the map

$$
\psi_{j} \circ f \circ \phi_{i}^{-1}: \phi_{i}\left(U_{i} \cap f^{-1}\left(V_{j}\right)\right) \rightarrow \psi_{j}\left(f\left(U_{i}\right) \cap V_{j}\right)
$$

is $r$-times continuously differentiable for every $i \in \mathcal{I}$ and $j \in \mathcal{J}$. (This does not depend on the choice of atlases.) We denote the set of $C^{r}$ maps from $M$ to $N$ by $C^{r}(M, N)$. We will often call $C^{\infty}$ maps smooth.

We can endow $C^{r}(M, N)$ with several topologies, but we will not give the precise definition. Intuitively, a neighbourhood of a function $f$ consists of functions whose partial derivatives up to order $r$ are close to those of $f$ in local coordinate systems.

Smooth manifolds with smooth maps between them form a category. An equivalence in this category is called a diffeomorphism:

Definition 1.3.4. The map $\phi: M \rightarrow N$ is a diffeomorphism if it is a homeomorphism such that both $\phi$ and $\phi^{-1}$ are smooth.

Two diffeomorphisms $\phi_{0}, \phi_{1}: M \rightarrow N$ are pseudo-isotopic if there is a diffeomorphism $\Phi: M \times I \rightarrow N \times I$ such that $\Phi(x, 0)=\left(\phi_{0}(x), 0\right)$ and $\Phi(x, 1)=\left(\phi_{1}(x), 1\right)$ for every $x \in M$. If $\Phi$ is also level preserving; i.e., $\Phi(x, t) \in N \times\{t\}$ for every $x \in M$, then $\phi_{0}$ and $\phi_{1}$ are called isotopic.

Given an isotopy $\Phi$, we will use the notation $\Phi_{t}(x):=\Phi(x, t)$ for $t \in I$. Then we can think of $\Phi$ as a smooth 1-parameter family of diffeomorphisms $\Phi_{t}$ connecting $\phi_{0}$ and $\phi_{1}$. In fact, if we endow the space of diffeomorphisms $\operatorname{Diff}(M, N)$ from $M$ to $N$ with the $C^{\infty}$ topology, then two diffeomorphisms are isotopic if and only if they lie in the same path component of $\operatorname{Diff}(M, N)$. The proof of this involves deforming a continuous path of diffeomorphisms to a smooth one, which we omit.

We now define tangent vectors and tangent and cotangent spaces.
Definition 1.3.5. Let $M$ be a smooth $n$-manifold and $p \in M$ a point. Given smooth curves $\gamma_{1}, \gamma_{2}:(-\varepsilon, \varepsilon) \rightarrow M$ such that $\gamma_{1}(0)=\gamma_{2}(0)=p$, we say that $\gamma_{1}$ and $\gamma_{2}$ are equivalent if their velocity vectors $\left(\phi \circ \gamma_{1}\right)^{\prime}(0)$ and $\left(\phi \circ \gamma_{2}\right)^{\prime}(0)$ are the same in any (and hence all) chart $(U, \phi)$ with $p \in U$. A tangent vector of $M$ at $p$ is an equivalence class of such curves.

We denote by $T_{p} M$ the set of all tangent vectors of $M$ at $p$, and call it the tangent space of $M$ at $p$. This is a vector space, where the operations are the natural ones given in a coordinate chart; e.g., $\left[\gamma_{1}\right]+\left[\gamma_{2}\right]=\left[\gamma_{3}\right]$ if

$$
\left(\phi \circ \gamma_{1}\right)^{\prime}(0)+\left(\phi \circ \gamma_{2}\right)^{\prime}(0)=\left(\phi \circ \gamma_{3}\right)^{\prime}(0)
$$

for some chart $(U, \phi)$ about $p$. Finally, we write $T M=\bigcup_{p \in M} T_{p} M$ for the tangent bundle of $M$. This is a vector bundle with base space $M$. A vector field on $M$ is a section of the tangent bundle $T M$.

The cotangent bundle $T^{*} M$ of $M$ is obtained by taking the union of the dual spaces $T_{p}^{*} M=\left(T_{p} M\right)^{*}$ for $p \in M$.

To define the topology on $T M$, we choose an atlas $\mathcal{A}=\left\{\left(U_{i}, \phi_{i}\right): i \in \mathcal{I}\right\}$ on $M$, and glue together the product bundles $U_{i} \times \mathbb{R}^{n}$ for $i \in \mathcal{I}$, as follows: For $i, j \in \mathcal{I}$, a point $x \in U_{i} \cap U_{j}$, and a vector $v \in \mathbb{R}^{n}$, we identify $(x, v) \in U_{i} \times \mathbb{R}^{n}$ with

$$
\left(x, D\left(\phi_{j} \circ \phi_{i}^{-1}\right)\left(\phi_{i}(x)\right)(v)\right) \in U_{j} \times \mathbb{R}^{n}
$$

where $D\left(\phi_{j} \circ \phi_{i}^{-1}\right)\left(\phi_{i}(x)\right)$ is the Jacobian of $\phi_{j} \circ \phi_{i}^{-1}$ at $\phi_{i}(x)$.
A subset of a smooth $n$-manifold is called a submanifold if it is locally modelled on $\left(\mathbb{R}^{n}, \mathbb{R}^{k}\right)$ for some $k \leq n$ :

Definition 1.3.6. Let $M$ be a smooth $n$-manifold and $k \leq n$. We say that $N \subset M$ is a smooth $k$-dimensional submanifold if there is a chart $(U, \phi)$ about each $p \in N$ such that $\phi(N \cap U)=\phi(U) \cap \mathbb{R}^{k}$. The charts $\left(N \cap U,\left.\phi\right|_{N \cap U}\right)$ define an atlas of $N$, which becomes a smooth $k$-manifold.

If $N$ is a submanifold of $M$, then $T N$ is a subbundle of the restriction $\left.T M\right|_{N}$. The normal bundle of $N$ is defined as the quotient

$$
\nu_{N \subset M}:=\left(\left.T M\right|_{N}\right) / T N
$$

Definition 1.3.7. Let $S$ be a smooth submanifold of $M$. We write $E$ for the total space of the normal bundle $\nu_{S \subset M}$ and $0_{S}: S \rightarrow E$ for the zero-section. Then
we say that the open subset $N(S) \subset M$ is a tubular or regular neighbourhood of $S$ if there is a diffeomorphism $\varphi: E \rightarrow N(S)$ such that $\varphi \circ 0_{S}=\operatorname{Id}_{S}$.

Proposition 1.3.8. Every smooth submanifold has a tubular neighbourhood.
We omit the proof.
Definition 1.3.9. Let $N$ and $N^{\prime}$ be smooth submanifolds of the manifold $M$. We say that $N$ and $N^{\prime}$ are transverse (or intersect transversely) if at each intersection point $p \in N \cap N^{\prime}$, we have $T_{p} N+T_{p} N^{\prime}=T_{p} M$.

If $N$ and $N^{\prime}$ are transverse, then $N \cap N^{\prime}$ is a smooth manifold. Furthermore,

$$
\operatorname{dim}\left(N \cap N^{\prime}\right)=\operatorname{dim}(N)+\operatorname{dim}\left(N^{\prime}\right)-\operatorname{dim}(M)
$$

which follows from the observation that $T_{p}\left(N \cap N^{\prime}\right)=T_{p} N \cap T_{p} N^{\prime}$ for $p \in N \cap N^{\prime}$, and the dimension formula for the intersection of two linear subspaces of a vector space.

Definition 1.3.10. If $N$ and $N^{\prime}$ are smooth submanifolds of $M$, then they are said to be ambient isotopic (or simply isotopic) if there is an isotopy $\Phi: M \times I \rightarrow$ $M \times I$ such that $\Phi_{0}=\operatorname{Id}_{M}$ and $\Phi_{1}(N)=N^{\prime}$.

Definition 1.3.11. Let $f: M \rightarrow N$ be a smooth map. The differential of $f$ at $p \in M$ is a linear map $d f_{p}: T_{p} M \rightarrow T_{f(p)} N$, defined as follows: Let $\gamma$ be a curve representing a vector $v \in T_{p} M$. Then $d f_{p}(v)$ is the tangent vector of $N$ at $f(p)$ represented by $f \circ \gamma$. The maps $d f_{p}$ for $p \in M$ assemble to a morphism of vector bundles $d f: T M \rightarrow T N$.

Let $C^{\infty}(M)$ denote the vector space of smooth functions $f: M \rightarrow \mathbb{R}$. Given a tangent vector $v \in T_{p} M$ represented by a curve $\gamma:(-\varepsilon, \varepsilon) \rightarrow M$ and a smooth function $f \in C^{\infty}(M)$, we can define the directional derivative $v f$ as $(f \circ \gamma)^{\prime}(0)$. This is independent of the choice of representative $\gamma$. The differential $d f$ of the function $f$ is a section of the cotangent bundle $T^{*} M$. By definition, $d f(v):=v f$.

A smooth $n$-manifold is orientable if and only if it admits an atlas where all the transition maps are orientation preserving, in the sense that they have differentials in $\mathrm{GL}_{+}(n)$.

Let us write $C_{p}^{\infty}(M)$ for the vector space of germs of smooth functions on $M$ at $p$. This consists of equivalence classes of smooth functions on $M$ defined in a neighbourhood of $p$ such that $f \sim g$ if there exists an open set $U$ in $M$ containing $p$ such that $\left.f\right|_{U}=\left.g\right|_{U}$. A derivation $D$ at $p \in M$ is a linear functional on $C_{p}^{\infty}(M)$ that satisfies the Leibniz rule; i.e.,

$$
D(f g)=D(f) g+f D(g)
$$

Then there is a bijection between $T_{p} M$ and the space of derivations at $p$. Hence, alternatively, we could have defined tangent vectors as derivations. Vector fields correspond to linear transformations on $C^{\infty}(M)$ that satisfy the Leibniz rule. For example, given a coordinate chart $\phi: U \rightarrow \mathbb{R}^{n}$ on $M$, we obtain the coordinate vector fields $\partial / \partial x_{i}$ on $U$ for $i \in\{1, \ldots, n\}$. For a function $f \in C^{\infty}(U, \mathbb{R})$, we let

$$
\left(\partial / \partial x_{i}\right)(f):=\partial\left(f \circ \phi^{-1}\right) / \partial x_{i}
$$

In Section 1.2, we defined the notion of Riemannian metric on a vector bundle. A Riemannian metric on a smooth manifold $M$ is simply a Riemannian metric on its tangent bundle $T M$ :

Definition 1.3.12. A Riemannian metric $g$ on a smooth manifold $M$ is a positive definite, symmetric bilinear form $g_{p}$ on $T_{p} M$ for each $p \in M$ that varies smoothly in the sense that, for every coordinate chart $\phi: U \rightarrow \mathbb{R}^{n}$ and $i, j \in$ $\{1, \ldots, n\}$, the functions $g_{p}\left(\partial / \partial x_{i}, \partial / \partial x_{j}\right)$ are smooth in $p \in U$.

Differential topology is the study of the category of smooth manifolds and smooth maps between them. One of the main questions is the classification of smooth structures on topological manifolds.

Theorem 1.3.13. Every topological manifold of dimension at most 3 has a unique smooth structure, up to diffeomorphism.

Proof. Moise $[\mathbf{4 8}, \mathbf{4 7}]$ showed that every 2- and 3 -manifold admits a unique PL structure; see also Hamilton [20]. For the uniqueness of smoothing of the PL structure, see the books of Hirsch and Mazur [25] and Thurston [69].

However, things suddenly change in dimension 4. There are topological manifolds that admit no smooth structure, and there are some that admit infinitely many. This will be the subject of Chapter 4.

Surprisingly, things get somewhat easier in dimensions 5 and higher, at least once one restricts the fundamental group, and considers only say simply-connected manifolds. This is because of the h-cobordism theorem that we will discuss in Section 1.9. In the heart of the proof of the h-cobordism theorem lies the Whitney trick, which is a geometric operation aimed at cancelling pairs of intersection points between two submanifolds of complementary dimensions, and hence realizing algebraic intersection numbers as geometric intersection numbers. In particular, Kervaire and Milnor [32] determined the set of smooth structures on all spheres of dimension at least 5 . There is a unique smooth structure on $S^{5}$ and $S^{6}$, but there are 28 on $S^{7}$ !

Given a smooth manifold $M$, a non-diffeomorphic smooth structure on $M$ is called exotic. It is not known whether there is an exotic smooth structure on $S^{4}$. This is called the smooth 4 -dimensional Poincaré conjecture.

We have already encountered the connected sum operation for topological manifolds. The corresponding operation in the smooth category is more subtle:

Definition 1.3.14. We define the connected sum of two smooth, oriented, connected $n$-manifolds $M_{1}$ and $M_{2}$ as follows: Choose embeddings $e_{i}: D^{n} \hookrightarrow M_{i}$ for $i \in\{1,2\}$ such that $e_{1}$ is orientation-preserving and $e_{2}$ is orientation-reversing. We obtain $M_{1} \# M_{2}$ from the disjoint union

$$
\left(M_{1} \backslash\left\{e_{1}(0)\right\}\right) \sqcup\left(M_{2} \backslash\left\{e_{2}(0)\right\}\right)
$$

by identifying $e_{1}(t v)$ with $e_{2}((1-t) v)$ for each unit vector $v \in S^{n-1}$ and $t \in(0,1)$. We orient $M_{1} \# M_{2}$ compatibly with $M_{1}$ and $M_{2}$.

This is independent of the choice of embeddings $e_{1}$ and $e_{2}$ up to diffeomorphism, by the work of Palais [54] and Cerf [6], who showed that, for any two embeddings $e, e^{\prime}: D^{n} \rightarrow M$, there is a diffeomorphism $f: M \rightarrow M$ such that $e^{\prime}=f \circ e$. Furthermore, the connected sum operation is commutative and associative up to diffeomorphism, and $S^{n}$ is an identity element.

Boundary connected sum is a closely related operation for manifolds with boundary:

Definition 1.3.15. Let $W_{1}$ and $W_{2}$ be oriented $(n+1)$-manifolds with connected boundary. Let $H^{n+1}:=D^{n+1} \cap \mathbb{R}_{+}^{n+1}$ be a half-disk. Choose embeddings $e_{i}:\left(H^{n+1}, D^{n}\right) \hookrightarrow\left(W_{i}, \partial W_{i}\right)$ for $i \in\{1,2\}$ such that $e_{2} \circ e_{1}^{-1}$ is orientationreversing. We obtain the boundary connected sum $W_{1} \emptyset W_{2}$ from

$$
\left(W_{1} \backslash\left\{e_{1}(0)\right\}\right) \sqcup\left(W_{2} \backslash\left\{e_{2}(0)\right\}\right)
$$

by identifying $e_{1}(t v)$ with $e_{2}((1-t) v)$ for every $v \in S^{n} \cap \mathbb{R}_{+}^{n+1}$ and $t \in(0,1)$.
Note that

$$
\partial\left(W_{1} \not W_{2}\right)=W_{1} \# W_{2} .
$$

### 1.4. Embeddings, immersions, and submersions

Manifolds were first considered as subsets of some Euclidean space $\mathbb{R}^{a}$, and defined as common zero sets of a collection of smooth functions. In this section, we will show that every abstract smooth manifold defined using atlases indeed embeds into some $\mathbb{R}^{a}$.

Definition 1.4.1. A smooth map $f: M \rightarrow N$ is an immersion if its differential $d f_{p}: T_{p} M \rightarrow T_{f(p)} N$ is injective for every $p \in M$.

We say that $f$ is an embedding if it is an injective immersion that is a homeomorphism onto its image.

It is customary to use the notation $f: M \leftrightarrow N$ for immersions. An immersion $f$ is locally an embedding, and its image is locally a submanifold of $N$. However, it might have self-intersections; i.e., distinct points $p, q \in M$ such that $f(p)=f(q)$. For example, consider a map from $S^{1}$ to $\mathbb{R}^{2}$ parametrising a figure eight curve in the plane.

Not every injective immersion is an embedding: The map $f: \mathbb{R} \rightarrow \mathbb{R}^{2} / \mathbb{Z}^{2}$ given by $f(t)=t v$ for $v=(1, s)$ and $s \in \mathbb{R} \backslash \mathbb{Q}$ has dense image in the torus $T^{2}=\mathbb{R}^{2} / \mathbb{Z}^{2}$. So $f$ is not a homeomorphism onto its image when that is endowed with the subspace topology. However, every injective immersion of a compact manifold is an embedding. If $f$ is an embedding, then $f(M)$ is a submanifold of $N$.

Definition 1.4.2. We say that the embeddings $f_{0}, f_{1}: M \rightarrow N$ are isotopic if there is a smooth map $F: M \times I \rightarrow N$ such that $F_{t}:=F(-, t)$ is an embedding for every $t \in I$, and $F_{i}=f_{i}$ for $i \in\{0,1\}$. We call $F$ an isotopy.

We can think of an isotopy as a path in the subspace $\operatorname{Emb}(M, N)$ of embeddings of $M$ into $N$, considered as a subspace of $C^{\infty}(M, N)$. In Definition 1.3.10, we introduced the notion of ambient isotopy for two submanifolds. There is an analogous notion for embeddings. According to the isotopy extension theorem, every isotopy can be extended to an ambient isotopy:

Theorem 1.4.3 (Isotopy extension theorem). Let $M$ be a compact submaifold of $N$. Suppose that $F: M \times I \rightarrow N$ is an isotopy, and let us write $F_{t}:=F(-, t)$. Then there is a smooth map $G: N \times I \rightarrow N$ such that $G_{t}:=G(-, t)$ is a diffeomorphism and

$$
G_{t} \circ F_{0}=F_{t}
$$

for every $t \in I$.

Proof. We obtain $G$ by integrating a vector field $v$ on $N \times I$. This will be of the form $v_{N}+\partial / \partial t$, where $v_{N}$ is tangent to the $N$-direction. We first define $v_{N}$ along the submanifold

$$
L:=\left\{\left(f_{t}(x), t\right):(x, t) \in M \times I\right\}
$$

of $N \times I$. For $(x, t) \in M \times I$, we let $v_{N}\left(f_{t}(x), t\right)$ be the velocity vector of the curve $\gamma_{x}(t):=F_{t}(x)$ at $t$. Let $N(L)$ be a tubular neighbourhood of $L$ in $N \times I$. We then extend $v_{N}$ to $N(L)$ and multiply it with a fibrewise bump function on $N(L)$ that is 1 along $L$ and 0 on a neighbourhood of $(N \times I) \backslash N(L)$. We finally let $v_{N}=0$ on $(N \times I) \backslash N(L)$.

By construction, $v$ is tangent to the curves $t \mapsto\left(\gamma_{x}(t), t\right)$ for $(x, t) \in M \times I$. Given $(x, t) \in N \times I$, we obtain $(G(x, t), t)$ by following the flow of $v$ starting from $(x, 0)$ until we reach $N \times\{t\}$.

As the space of vector fields $v$ tangent to $F(\{x\} \times I)$ for every $x \in M$ and of the form $v_{N}+\partial / \partial t$ in the proof of Theorem 1.4.3 is convex and hence contractible, the diffeomorphism $(G(x, t), t)$ of $N \times I$ is unique up to isotopy.

Proposition 1.4.4. For every smooth n-manifold $M$, there is an embedding

$$
f: M \hookrightarrow \mathbb{R}^{a}
$$

for some $a \in \mathbb{N}$.
Proof. We only give the proof when $M$ is compact. Then there are charts $\varphi_{i}: U_{i} \rightarrow \mathbb{R}^{n}$ for $i \in\{1, \ldots, k\}$ such that each $U_{i}$ is diffeomorphic to the ball $B^{n}$, and there are concentric balls $U_{i}^{\prime \prime} \subsetneq U_{i}^{\prime} \subsetneq U_{i}$ with $M=\cup_{i=1}^{k} U_{i}^{\prime \prime}$. There are smooth functions $\mu_{i}: M \rightarrow I$ and $\lambda_{i}: M \rightarrow I$ such that

- $\left.\mu_{i}\right|_{U_{i}^{\prime}} \equiv 1$ and $\left.\mu_{i}\right|_{M \backslash U_{i}} \equiv 0$, and
- $\left.\lambda_{i}\right|_{U_{i}^{\prime \prime}} \equiv 1$ and $\left.\lambda_{i}\right|_{M \backslash U_{i}^{\prime}} \equiv 0$.

Then the maps

$$
\psi_{i}:=\mu_{i} \varphi_{i}: M \rightarrow \mathbb{R}^{n}
$$

are smooth for $i \in\{1, \ldots, k\}$. Furthermore, if we set $\psi=\left(\psi_{1}, \ldots, \psi_{k}\right)$, then $\psi: M \rightarrow \mathbb{R}^{n k}$ is an immersion. Indeed, for $p \in M$, there is an $i \in\{1, \ldots, k\}$ such that $p \in U_{i}^{\prime \prime}$, and $\left(d \psi_{i}\right)_{p}$ has rank $n$.

To lift $\psi$ to an embedding, let $\Lambda:=\left(\lambda_{1}, \ldots, \lambda_{k}\right)$, and set

$$
f:=(\psi, \Lambda): M \rightarrow \mathbb{R}^{n k} \times \mathbb{R}^{k}
$$

Suppose that $f(x)=f(y)$ for $x \neq y \in M$. Then $x \in U_{i}^{\prime \prime}$ for some $i \in\{1, \ldots, k\}$. As $\psi_{i}(x)=\psi_{i}(y)$, and since $\psi_{i}=\mu_{i} \varphi_{i}=\varphi_{i}$ is injective in $U_{i}^{\prime}$, we have $y \notin U_{i}^{\prime}$. But then $\lambda_{i}(y)=0$ and $\lambda_{i}(x)=1$, which is a contradiction.

Definition 1.4.5. Let $f: M \rightarrow N$ be a smooth map. We say that $p \in M$ is a regular point of $f$ if $\operatorname{rk}\left(d f_{p}\right)=\operatorname{dim}(N)$, and is a critical point otherwise. The point $q \in N$ is a regular value of $f$ if every point of $f^{-1}(q)$ is regular, and is a critical value otherwise. The map $f$ is a submersion if every $p \in M$ is regular.

If $q$ is a regular value, then $f^{-1}(q)$ is a submanifold of $M$ by the implicit function theorem.

Exercise 1.4.6 (Ehresmann's fibration lemma). Let $f: M \rightarrow N$ be a submersion. Show that if $f$ is proper; i.e., $f^{-1}(K)$ is compact for every $K \subseteq N$ compact, then $M$ is a fibre bundle over $N$ with fibre $f^{-1}(\{q\})$ for $q \in N$. Give a counterexample when $f$ is not proper.

A subset of a smooth manifold is said to be measure zero if its intersection with any coordinate chart has measure zero. This is well-defined since diffeomorphisms map measure zero sets to measure zero sets, and change of coordinate maps are diffeomorphisms. The following result of Sard plays an important role in differential topology.

Theorem 1.4.7 (Sard's theorem). Let $f: M \rightarrow N$ be a smooth map. Then the set of critical values of $f$ forms a measure zero subset of $N$.

For a proof, see the book of Milnor [44]. As a special case, when $\operatorname{dim}(M)<$ $\operatorname{dim}(N)$, we obtain that $\operatorname{Im}(f)$ has measure zero in $N$.

It is an important question in differential topology what the smallest $a$ is such that we can embed or immerse a given smooth $n$-manifold into $\mathbb{R}^{a}$.

THEOREM 1.4.8. Every smooth $n$-manifold $M$ can be embedded into $\mathbb{R}^{2 n+1}$ and immersed into $\mathbb{R}^{2 n}$.

Proof. Again, we only prove the case when $M$ is compact. By Proposition 1.4.4, there is an embedding $f: M \hookrightarrow \mathbb{R}^{a}$ for some $a \in \mathbb{N}$. For $v \in S^{a-1}$, let $p_{v}$ be orthogonal projection onto $v^{\perp}$. Our goal is to find a direction $v \in S^{a-1}$ such that $p_{v} \circ f$ is also an embedding or immersion.

For $p_{v} \circ f$ to be an immersion, $d\left(p_{v} \circ f\right)$ has to have rank $n$ everywhere. To ensure this, $v$ should not be tangent to $\operatorname{Im}(f)$. This means $v \neq d f(w) /|d f(w)|$ for $w$ a unit tangent vector of $M$. The unit tangent bundle $S T f(M)$ of $f(M)$ is ( $2 n-1$ )-dimensional, as it has fibre $S^{n-1}$. Hence, by Sard's theorem, if $a>2 n$, for $v$ outside a measure zero subset of $S^{a-1}$, the map $p_{v} \circ f$ is an immersion. Repeatedly projecting in this way, we obtain an immersion of $M$ into $\mathbb{R}^{2 n}$.

To make sure $p_{v} \circ f$ is also injective, consider the map $\varphi:(M \times M) \backslash \Delta \rightarrow S^{a-1}$ given by

$$
\varphi(x, y)=\frac{f(x)-f(y)}{|f(x)-f(y)|}
$$

for $x \neq y \in M$, where $\Delta=\{(x, x): x \in M\}$ is the diagonal. By Sard's theorem, the image of $\varphi$ has measure zero in $S^{a-1}$ whenever $a-1>\operatorname{dim}(M \times M)=2 n$. If $v \in S^{a-1} \backslash \operatorname{Im}(\varphi)$, then $p_{v} \circ f$ is injective. Furthermore, if $v$ also avoids the image of $S T f(M)$, the map $p_{v} \circ f$ is also an immersion, and is hence an embedding. Repeating this process, we obtain an embedding of $M$ into $\mathbb{R}^{2 n+1}$.

The above proof can be modified to show that, in fact, embeddings of an $n$ manifold into $\mathbb{R}^{2 n+1}$ are dense in the space of all smooth maps, which we endow with the weak $C^{\infty}$ topology. Similarly, the set of immersions into $\mathbb{R}^{2 n}$ is also dense. In other words, any smooth map of an $n$-manifold into $\mathbb{R}^{2 n+1}$ can be perturbed into an embedding, and every smooth map into $\mathbb{R}^{2 n}$ can be perturbed into an immersion.

Using the Whitney trick (Section 1.8), Theorem 1.4.8 can be improved, and every $n$-manifold embeds into $\mathbb{R}^{2 n}$ and, when $n>1$, immerses into $\mathbb{R}^{2 n-1}$. However, the subsets of embeddings and immersions are no longer dense in these dimensions.

Given a manifold, it is a hard problem to determine the smallest $a$ such that it embeds or immerses into $\mathbb{R}^{a}$. The immersion conjecture states that if $\alpha(n)$ is the
number of ones in the binary expansion of $n$, then every $n$-manifold immerses into $\mathbb{R}^{2 n-\alpha(n)}$. This has been shown by Cohen $[\mathbf{8}]$.

### 1.5. Morse theory

We can learn a lot about smooth manifolds by studying critical points of certain nice generic functions on them, which are called Morse. We write $C^{\infty}(M):=$ $C^{\infty}(M, \mathbb{R})$, and let $f \in C^{\infty}(M)$. By Definition 1.4.5, $p \in M$ is a critical point of $f$ if $d f_{p}=0$; i.e., if $v f=0$ for every $v \in T_{p} M$. Furthermore, $c \in \mathbb{R}$ is a critical value of $f$ if there is a critical point $p$ of $f$ with $f(p)=c$, and is a regular value otherwise.

Definition 1.5.1. Let $f \in C^{\infty}(M)$ be a smooth function on the $n$-manifold M. We say that the critical point $p$ is non-degenerate if, in a local coordinate system $\left(x_{1}, \ldots, x_{n}\right)$ about $p$, the Hessian

$$
\left(\frac{\partial^{2} f}{\partial x_{i} \partial x_{j}}(\underline{0})\right)_{i, j=1, \ldots, n}
$$

is non-degenerate. The function $f$ is called Morse if all of its critical points are non-degenerate.

We will denote the set of critical points of a smooth function $f$ by Crit $(f)$. The non-degeneracy condition is equivalent to requiring that the section $d f: M \rightarrow T^{*} M$ is transverse to the 0 -section at $p$. There exists a local coordinate system about each non-degenerate critical point in which the function has a particularly nice form. More specifically, if $\left(x_{1}, \ldots, x_{n}\right)$ are local coordinates, then $\underline{0}$ is a critical point of $f$ if and only if $\frac{\partial f}{\partial x_{i}}(\underline{0})=0$ for $i \in\{1, \ldots, n\}$. Nondegeneracy of the critical point amounts to nondegeneracy of the Hessian, which is a real symmetric bilinear form, and hence is diagonalisable as $\sum_{i=1}^{n} a_{i} x_{i}^{2}$ for $a_{i} \in\{1,-1\}$ by Sylvester's law of inertia. The Morse lemma states that there is a local coordinate system about a nondegenerate critical point in which the Hessian is diagonal with entries $\pm 1$, and all higher order terms of the Taylor series vanish.

Lemma 1.5.2 (Morse Lemma). Let p be a non-degenerate critical point of $f \in$ $C^{\infty}(M)$. Then there are local coordinates $\left(x_{1}, \ldots, x_{n}\right)$ about $p$ such that

$$
f\left(x_{1}, \ldots, x_{n}\right)=f(\underline{0})-x_{1}^{2}-\cdots-x_{i}^{2}+x_{i+1}^{2}+\cdots+x_{n}^{2}
$$

for some $i \in\{0, \ldots, n\}$.
We call $i$ the index of the critical point $p$ and denote the set of index $i$ critical points of $f$ by $\operatorname{Crit}_{i}(f)$.

Proof (Non-examinable). By choosing a chart about $p$, we can assume that $f$ is defined in a convex neighbourhood $U$ of $\underline{0} \in \mathbb{R}^{n}$. Furthermore, by replacing $f$ with $f-f(\underline{0})$, we can assume that $f(\underline{0})=0$. Then

$$
f(\underline{x})=\int_{0}^{1} \frac{d f}{d t}(\underline{t}) d t=\int_{0}^{1} \sum_{i=1}^{n} \frac{\partial f}{\partial x_{i}}(\underline{x}) x_{i} d t=\sum_{i=1}^{n} x_{i} \int_{0}^{1} \frac{\partial f}{\partial x_{i}}(t \underline{x}) d t
$$

where we used the fundamental theorem of calculus and $f(\underline{0})=0$ in the first step. Repeating the same computation with $g_{i}(\underline{x}):=\int_{0}^{1} \frac{\partial f}{\partial x_{i}}(\underline{x}) d t$ in place of $f(\underline{x})$, and
noting that $g_{i}(\underline{0})=\frac{\partial f}{\partial x_{i}}(\underline{0})=0$, we obtain functions $H_{i, j}$ such that

$$
\begin{equation*}
f(\underline{x})=\sum_{i, j=1}^{n} x_{i} x_{j} H_{i, j}(\underline{x}) \tag{1.5.1}
\end{equation*}
$$

We can further assume that $H_{i, j}=H_{j, i}$ by replacing $H_{i, j}$ with $\frac{1}{2}\left(H_{i, j}+H_{j, i}\right)$. Then $H_{i, j}(\underline{0})=\frac{1}{2} \frac{\partial^{2} f}{\partial x_{i} \partial x_{j}}(\underline{0})$.

We now adapt the proof of Sylvester's law of inertia to find the desired coordinate system. Suppose that there is a coordinate system $\left(u_{1}, \ldots, u_{n}\right)$ about $\underline{0}$ in which

$$
f(\underline{u})=\sum_{i<r} \pm u_{i}^{2}+\sum_{i, j=r}^{n} u_{i} u_{j} H_{i, j}(\underline{u}),
$$

and $H_{i, j}=H_{j, i}$. This is true for $r=1$ by equation (1.5.1), and the main result follows from this by induction on $r$, as follows.

By non-degeneracy of the Hessian of $f$, there are $i, j \geq r$ such that $H_{i, j}(\underline{0}) \neq 0$. If $i \neq j$, then let $y_{i}=u_{i}+u_{j}, y_{j}=u_{i}-u_{j}$, and $y_{k}=u_{k}$ for $k \notin\{i, j\}$, giving

$$
2 u_{i} u_{j} H_{i, j}=\frac{1}{2}\left(y_{i}^{2}-y_{j}^{2}\right) H_{i, j}
$$

Hence, by possibly reindexing the coordinates, we can assume that $H_{r, r}(\underline{0}) \neq 0$.
Write $g(\underline{u}):=\sqrt{\left|H_{r, r}(\underline{u})\right|}$. This is a smooth, positive function in some neighbourhood $U^{\prime}$ of $\underline{0}$ in $U$. We now set

$$
v_{r}(\underline{u}):=g(\underline{u})\left(u_{r}+\sum_{i>r} u_{i} H_{i, r}(\underline{u}) / H_{r, r}(\underline{u})\right)
$$

and $v_{i}:=u_{i}$ for $i \neq r$. Then the Jacobian $\left|\frac{\partial \underline{v}}{\partial \underline{u}}(\underline{0})\right| \neq 0$, so $\underline{u} \mapsto \underline{v}$ is a change of coordinates in a neighbourhood $U^{\prime \prime} \subset U^{\prime}$ of $\underline{0}$ by the inverse function theorem. Furthermore,

$$
f(\underline{v})=\sum_{i \leq r} \pm v_{i}^{2}+\sum_{i, j>r} v_{i} v_{j} H_{i, j}^{\prime}(\underline{v})
$$

for $\underline{v} \in U^{\prime \prime}$.
Corollary 1.5.3. A non-degenerate critical point is always isolated.
A subset of a topological space is called residual if it is an intersection of countably many open dense subsets. We say that a property of elements of a topological space is generic if it holds for a residual subset.

Theorem 1.5.4. Morse functions form a residual subset of $C^{\infty}(M)$.
For a proof, see the book of Milnor [43]. Since very residual set is dense, every smooth manifold admits a Morse function, and every smooth function can be perturbed to a Morse function.

Now suppose that $f$ is a Morse function such that different critical points have distinct values. This is a generic condition. If $c$ is a regular value of $f$, then $f^{-1}(c)$ is a smooth submanifold of $M$ by the implicit function theorem. This is the boundary of $M^{c}:=f^{-1}((-\infty, c])$. As $c$ increases, both $f^{-1}(c)$ and $M^{c}$ change smoothly as long as $c$ does not pass a critical value. The key observation of Morse theory is that if $c$ passes a point of $f\left(\operatorname{Crit}_{i}(f)\right)$, the manifold $M^{c}$ changes by attaching a thickened


Figure 1. This figure shows the level sets $f^{-1}(c-\varepsilon), f(c)$, and $f^{-1}(c+\varepsilon)$ of the function $f$ in Lemma 1.5.2, where $c=f(\underline{0})$. The shaded region is $M^{c-\varepsilon}$ union the $i$-handle $D^{i} \times D^{n-i}$, which becomes diffeomorphic to $M^{c+\varepsilon}$ after smoothing the corners.
$i$-cell, called an $n$-dimensional $i$-handle. This is $D^{i} \times D^{n-i}$, which we attach along an embedding

$$
h: \partial D^{i} \times D^{n-i} \hookrightarrow \partial M^{c}=f^{-1}(c)
$$

and smooth the resulting corners. This follows from a simple local analysis of the normal form of $f$ in Lemma 1.5.2. Indeed, if $c=f(\underline{0})$ and $\varepsilon>0$ is small, then up to diffeomorphism - we obtain $M^{c+\varepsilon}$ from $M^{c-\varepsilon}$ by gluing the $i$-handle

$$
N\left(\left\{\underline{x} \in \mathbb{R}^{n}: x_{i+1}=\cdots=x_{n}=0\right\}\right) \backslash M^{c-\varepsilon}
$$

to $M^{c-\varepsilon}$; see Figure 1. We will study handle decompositions of manifolds in more detail in Section 1.6.

In particular, if we are only interested in the homotopy type of $M^{c}$, then it changes by attaching an $i$-cell. Successively attaching such cells, we obtain a cell complex homotopy equivalent to $M$. Indeed, by cellular approximation, we can homotope the attaching map of the $i$-cell into the $(i-1)$-skeleton of the complex corresponding to $M^{c-\varepsilon}$. Hence, using cellular homology, we obtain lower bounds on the Betti numbers of $M$ : If $c_{i}$ is the number of critical points of $f$ of index $i$, then

$$
b_{i}(M) \leq c_{i}
$$

for $i \in\{0, \ldots, n\}$. These are called the weak Morse inequalities. Furthermore,

$$
\chi(M)=\sum_{i=0}^{n}(-1)^{n} c_{i} .
$$

Let $v$ be the gradient of $f$ with respect to the metric $g$, which is defined by the equation $g(v, w)=w f$ for all vector fields $w$ on $M$. If $c, c^{\prime} \in \mathbb{R}$ satisfy $c<c^{\prime}$ and $f(\operatorname{Crit}(f)) \cap\left[c, c^{\prime}\right]=\emptyset$, then the flow of $v / v f$ gives a diffeomorphism between $f^{-1}\left(\left[c, c^{\prime}\right]\right)$ and $f^{-1}(c) \times I$.

If $p$ is an index $i$ critical point of $f$, choose local coordinates $\left(x_{1}, \ldots, x_{n}\right)$ about $p$ as in Lemma 1.5.2. Assume that $g$ is the usual Euclidean metric in these coordinates; i.e., $g\left(\partial / \partial x_{i}, \partial / \partial x_{j}\right)=\delta_{i, j}$. Then, in this chart,

$$
v=2\left(-x_{1}, \ldots,-x_{i}, x_{i+1}, \ldots, x_{n}\right)
$$

We see that the stable manifold $D_{s}(v, p)$ of $v$ at $p$ - the set of points of $M$ on flow lines of $v$ converging to $p$ - is an $i$-disk. Similarly, the unstable manifold $D_{u}(v, p)$
of $v$ at $p$ is a disk of dimension $n-i$. If $c=f(p)$, the manifold $M^{c+\varepsilon}$ is obtained from $M^{c-\varepsilon}$ by attaching a neighbourhood of the $i$-disk $D_{s}(v, p) \backslash M^{c-\varepsilon}$.

REmARK 1.5.5. It is often more convenient to work with gradient-like vector fields instead of Riemannian metrics. Given a Morse function $f$ on a smooth $n$ manifold $M$, a gradient-like vector field for $f$ is a vector field $v$ such that $v f(p)>0$ whenever $p \in M \backslash \operatorname{Crit}(f)$; furthermore, there are local coordinates $\left(x_{1}, \ldots, x_{n}\right)$ about each critical point $p$ in which

$$
f\left(x_{1}, \ldots, x_{n}\right)=f(p)-x_{1}^{2}-\cdots-x_{i}^{2}+x_{i+1}^{2}+\cdots+x_{n}^{2}
$$

and the vector field is the Euclidean gradient:

$$
v=2\left(-x_{1} \frac{\partial}{\partial x_{1}}-\cdots-x_{i} \frac{\partial}{\partial x_{i}}+x_{i+1} \frac{\partial}{\partial x_{i+1}}+\cdots+x_{n} \frac{\partial}{\partial x_{n}}\right) .
$$

The advantage of working with gradient-like vector fields is that they are easier to manipulate and deform than Riemannian metrics.

We conclude this section with the following application of Morse theory, due to Reeb:

Theorem 1.5.6. Let $M$ be a smooth, closed n-manifold that admits a Morse function $f$ with only two critical points. Then $M$ is homeomorphic to $S^{n}$.

Proof. Since $f$ has only two critical points, one has to be the global minimum, which has index 0 , and the other the global maximum, which has index $n$. Hence $f$ can be obtained by gluing an $n$-handle $h^{n}=D^{n}$ to a 0 -handle $h^{0}=D^{n}$ along a diffeomorphism $\phi: \partial h^{n} \rightarrow \partial h^{0}$. Consider the hemispheres $S_{+}^{n}:=S^{n} \cap\left\{x_{n+1} \geq 0\right\}$ and $S_{-}^{n}:=S^{n} \cap\left\{x_{n+1} \leq 0\right\}$ and the points $p_{ \pm}:=S^{n} \cap\left\{x_{n+1}= \pm 1\right\}$. We define the homeomorphism $H: M \rightarrow S^{n}$ as follows: For $x \in h^{0}$, let

$$
H(x)=\left(x,-\sqrt{1-|x|^{2}}\right) .
$$

We extend this to $h^{n}$ radially via

$$
H(x):=\left(|x| \phi(x /|x|), \sqrt{1-|x|^{2}}\right) \in S_{+}^{n} .
$$

REmARK 1.5.7. First, note that the above homeomorphism $H$ is not smooth at the centre of the $n$-handle. The gluing map of the two handles is determined by the flow of a gradient vector field $v$ on $M$ between the minimum and the maximum. The smooth structure on an $n$-manifold obtained by gluing two $n$-disks depends on the isotopy class of the gluing map. This gluing map is called the clutching function. Kervaire and Milnor showed that there are 28 different smooth structures on $S^{7}$, all arising from this construction of gluing two copies of $D^{7}$.

For a detailed account of Morse theory, see the excellent book of Milnor [43]. Morse homology is developed in the book of Schwarz [63]. Above, we just gave an outline of the construction, and have omitted several deep analytical proofs.

### 1.6. Handle decompositions and surgery

When studying homotopy types of topological spaces, cell complexes play a fundamental role. These are built from cells of varying dimensions. In order to study $n$-manifolds, we instead study handle decompositions, which are obtained by thickening cells so that they all become $n$-dimensional.

DEfinition 1.6.1. An $n$-dimensional $k$-handle $h^{k}$ is $D^{k} \times D^{n-k}$, which we can think of as a thickened $k$-cell. We call $k$ the index of the handle. The core of $h^{k}$ is $D^{k} \times\{0\}$, the co-core is $\{0\} \times D^{n-k}$, the attaching sphere is $A\left(h^{k}\right):=S^{k-1} \times\{0\}$, and the belt sphere is $B\left(h^{k}\right):=\{0\} \times S^{n-k-1}$.

Given an $n$-manifold $M$ with boundary and an embedding

$$
\varphi: S^{k-1} \times D^{n-k} \hookrightarrow \partial M
$$

called the attaching map, we can attach the $k$-handle $D^{k} \times D^{n-k}$ to $M$ along $\varphi$ as follows: We take the disjoint union $M \sqcup\left(D^{k} \times D^{n-k}\right)$, identify $x \in S^{k-1} \times D^{n-k}$ with $\varphi(x) \in \partial M$, and round the corners. The result is unique up to diffeomorphism, and we denote it by $M(\varphi)$.

To specify $\varphi$, we need to define an embedding of the attaching sphere $S^{k-1} \times\{0\}$, together with a normal framing; i.e., an identification of a neighbourhood of the image with $S^{k-1} \times D^{n-k}$. So the normal bundle of the attaching sphere has to be trivial, and we also need to specify a trivialization of the normal bundle (the framing).

When attaching a handle, $\partial M$ changes by removing the image of $\varphi$, and gluing in $D^{k} \times S^{n-k-1}$ using $\left.\varphi\right|_{S^{k-1} \times S^{n-k-1}}$. This leads to the notion of surgery:

Definition 1.6.2. Let $X$ be a smooth $n$-manifold, and $S \subset X$ an embedded $k$-sphere with trivial normal bundle and normal framing $\nu: S^{k} \times D^{n-k} \rightarrow N(S)$. Then the result of surgery on $X$ along the framed sphere $(S, \nu)$ is

$$
X(S, \nu):=(X \backslash N(S)) \cup_{\left.\nu\right|_{S^{k} \times S^{n-k-1}}}\left(D^{k+1} \times S^{n-k-1}\right)
$$

More generally, one could glue using any automorphism of $S^{k} \times S^{n-k-1}$, which will lead to the notion of Dehn surgery in dimension 3 . Sometimes we will only write $X(\nu)$ instead of $X(S, \nu)$.

If $\Phi \in \operatorname{Diff}(X)$ is an automorphism of $X$, then it induces a diffeomorphism

$$
\Phi(\nu): X(\nu) \rightarrow X(\Phi \circ \nu)
$$

We saw in Section 1.5 that, when we pass a critical point of index $i$ of a Morse function, the sub-level set changes by attaching an $i$-handle. The attaching map is given by the negative gradient flow from the critical point. Consequently, the level set changes by a surgery.

Recall that a cell complex is obtained by taking a collection of 0-cells (a discrete topological space), then attaching 1-cells, followed by 2-cells, etc. The analogous construction for handles is called a handlebody:

Definition 1.6.3. An $n$-dimensional handlebody is obtained by taking finitely many $n$-dimensional 0-handles, and recursively attaching 1-handles, followed by 2-handles, etc.

A handle decomposition of the smooth $n$-manifold $M$ consists of a handlebody $H$, together with a diffeomorphism $\phi: H \rightarrow M$.

Analogously, we can define relative handle decompositions, built on an $n$ manifold with boundary. Furthermore, the resulting handlebody can be a manifold with boundary.

LEMMA 1.6.4. If we attach a $k$-handle $h^{k}$ followed by an $l$-handle $h^{l}$ such that $k \geq l$, then we can isotope the attaching map of the $l$ handle to be disjoint from $h^{k}$.

Proof. Note that $\operatorname{dim}\left(A\left(h^{l}\right)\right)=l-1, \operatorname{dim}\left(B\left(h^{k}\right)\right)=n-k-1$, and

$$
(l-1)+(n-k-1) \leq n-2
$$

So we can perturb the attaching map of $h^{l}$ such that its image is disjoint from $B\left(h^{k}\right)$. Then we can push off $h^{l}$ from $h^{k}$ by isotoping its attaching map radially along the rays of the core of $h^{k}$.

Proposition 1.6.5. Every closed smooth manifold has a handle decomposition.
Proof. Let $M$ be a closed smooth $n$-manifold. By Theorem 1.5.4, there is a Morse function $f: M \rightarrow \mathbb{R}$, and we can arrange that $\left.f\right|_{\operatorname{Crit}(f)}$ is injective. Consider $M^{c}:=f^{-1}((-\infty, c])$ for $c \in \mathbb{R}$. When $c<\min (f)$, we have $M^{c}=\emptyset$. We saw in Section 1.5 that, if $c \in f\left(\operatorname{Crit}_{i}(f)\right)$, then $M^{c+\varepsilon}$ is obtained from $M^{c-\varepsilon}$ by attaching an $n$-dimensional $i$-handle. It follows that $M$ can be constructed by recursively attaching handles. To arrange that the handles are attached such that their indices are nondecreasing, we apply Lemma 1.6.4.

Any two handle decompositions of a smooth manifold are related by a set of elementary moves. However, we have to pass through handle decompositions where the handles are not necessarily attached with indices in increasing order during the intermediate steps.

The first move is an isotopy of the attaching map of one of the handles. We modify the attaching maps of subsequently attached handles suitably as well. A special case is a handle slide. In this case, one isotopes the attaching map of an $i$-handle $h_{1}^{i}$ over the belt sphere of another $i$-handle $h_{2}^{i}$ such that, along the isotopy, the image of $A\left(h_{1}^{i}\right)$ intersects $B\left(h_{2}^{i}\right)$ at a single point, and the manifold traced by $A\left(h_{1}^{i}\right)$ is transverse to $B\left(h_{2}^{i}\right)$ at the intersection point. Using the language of Morse theory, this corresponds to a flow line between two index $i$ critical points. This does not happen for a generic gradient-like vector field, but occurs in 1-parameter families.

The second move is a handle creation or cancellation. Here, we add or remove an $i$-handle $h^{i}$ and an $(i+1)$-handle $h^{i+1}$, where $h^{i}$ and $h^{i+1}$ are attached consecutively, and $\left|A\left(h^{i+1}\right) \cap B\left(h^{i}\right)\right|=1$. This is possible since $h^{i} \cup h^{i+1}$ is diffeomorphic to a disk $D^{n}$, after smoothing corners. This is intuitively clear, but requires a careful analysis that we omit.

Theorem 1.6.6. Any two handle decompositions of a closed smooth manifold can be connected by isotopies of the attaching maps of the handles, and handle creations and cancellations.

Sketch of proof. To prove that the above two moves are sufficient to connect any two handle decompositions of the same manifold, we again use Morse theory. We first construct Morse functions $f$ and $f^{\prime}$ and gradient-like vector fields $v$ and $v^{\prime}$, respectively, such that $(f, v)$ and $\left(f^{\prime}, v^{\prime}\right)$ induce the two handle decompositions. We obtain these by gluing model functions and vector fields on each handle. We then choose a generic 1-parameter family of smooth functions $f_{t}$ for $t \in I$, such that $f_{0}=f$ and $f_{1}=f^{\prime}$. The only singularity appearing in such a family is of the form

$$
\begin{equation*}
f_{t}\left(x_{1}, \ldots, x_{n}\right)=c-x_{1}^{2}-\cdots-x_{i}^{2}+x_{i+1}^{2}+\cdots+x_{n-1}^{2}+x_{n}^{3} \pm t x_{n} \tag{1.6.1}
\end{equation*}
$$

This is called a birth-death singularity, and is the suspension of the family $x^{3} \pm t x$ for $t \in I$. The sign determines whether a pair of critical points are born or die.

The critical points have indices $i$ and $i+1$, and there is a single gradient flow line connecting them. So, if we choose $v_{t}$ to be the Euclidean gradient of $f_{t}$ in this local coordinate system, the attaching sphere of the higher index handle will intersect the belt sphere of the lower index one in a single point.

As $t$ increases, the attaching spheres of the handles corresponding to the critical points of $f_{t}$ change by isotopies, except when $f_{t}$ has a birth-death singularity, as in equation 1.6.1, which corresponds to a handle creation or cancellation.

### 1.7. Cobordisms

Cobordism provides a coarser notion of equivalence between manifolds than homeomorphism or diffeomorphism. The idea stems from an attempt of Poincaré to define homology, was formalised by Pontryagin, and further studied by Thom.

Definition 1.7.1. Let $M$ and $N$ be closed $n$-manifolds. A cobordism from $M$ to $N$ is a compact $(n+1)$-manifold with boundary $W$ such that

$$
\partial W=M \sqcup N
$$

where $\sqcup$ denotes "disjoint union." If $M$ and $N$ are oriented, we say that $W$ is an oriented cobordism if $W$ is also oriented and

$$
\partial W=-M \sqcup N
$$

Two manifolds are called cobordant if there is a cobordism between them.
REmARK 1.7.2. If we did not require $W$ to be compact, every manifold $M$ would be cobordant to $\emptyset$ via $M \times[0, \infty)$.

We can define cobordisms in both the topological and the smooth category. Given cobordisms $W$ from $M_{0}$ to $M_{1}$ and $W^{\prime}$ from $M_{1}$ to $M_{2}$, we can define their composition $W^{\prime} \circ W$ by gluing them along $M_{1}$. In the smooth category, we need to smooth the corners along $M_{1}$; however, the result is unique up to diffeomorphism fixing $M_{0}$ and $M_{2}$. Hence cobordism is a transitive relation.

If $W$ is an oriented cobordism from $M$ to $N$, then

$$
\partial W=-M \sqcup N=-(-N) \sqcup-M
$$

so we can also view $W$ as a cobordism from $-N$ to $-M$. We denote this by $\bar{W}$, and call it the reverse of $W$. Note that this is not the same as $-W$, which is a cobordism from $N$ to $M$. Clearly, $W=I \times M$ provides a cobordism from $M$ to $M$. We have obtained the following:

Proposition 1.7.3. Cobordism is an equivalence relation.
In fact, cobordism classes of manifolds with the operation of disjoint union form an abelian group, called the cobordism group of $n$-manifolds, where the identity element is the class of the empty $n$-manifold. (This class consists of the $n$-manfolds that are boundaries of compact $(n+1)$-manifolds.) Furthermore, in the oriented cobordism group, the inverse of $[M]$ is $[-M]$, since we can view $I \times M$ as a cobordism from $M \sqcup-M$ to $\emptyset$. The unoriented cobordism groups are denoted by $\mathfrak{N}_{n}$, and the oriented ones by $\Omega_{n}^{\mathrm{SO}}$. These groups have been determined using the pioneering work of René Thom [68]. For the purposes of low-dimensional topology,
the following groups will be important:

$$
\Omega_{n}^{\mathrm{SO}} \cong \begin{cases}\mathbb{Z} & \text { if } n=0 \\ 0 & \text { if } n=1 \\ 0 & \text { if } n=2 \\ 0 & \text { if } n=3 \\ \mathbb{Z} & \text { if } n=4\end{cases}
$$

EXERCISE 1.7.4. Prove that $\Omega_{0}^{\mathrm{SO}} \cong \mathbb{Z}$.
More generally, cartesian product of manifolds endows $\Omega_{*}^{S O}:=\bigoplus_{i \geq 0} \Omega_{i}^{S O}$ with a ring structure. Thom proved that $\Omega_{*}^{S O} \otimes \mathbb{Q}$ is a polynomial ring generated by the cobordism classes of the complex projective spaces $\mathbb{C P}^{2 i}$ for $i>0$. More generally, two oriented manifolds are oriented cobordant if and only if they have the same Stiefel-Whitney and Pontryagin numbers (see the book of Milnor and Stasheff [46] for an overview of characteristic classes).

Two 4-manifolds are cobordant if and only if they have the same signature, which is a numerical invariant that we now define in full generality. Let $M$ be a closed oriented $4 k$-manifold, with fundamental class $[M] \in H_{4 k}(M)$. The cup product defines a symmetric bilinear form

$$
Q_{M}: H^{2 k}(M) \otimes H^{2 k}(M) \rightarrow \mathbb{Z}
$$

by the formula $Q_{M}(x \otimes y)=\langle x \cup y,[M]\rangle$, which is unimodular by Poincaré duality. Then $\sigma(M) \in \mathbb{Z}$, the signature of $M$, is the signature of $Q_{M}$; i.e., the dimension of a maximal positive definite subspace minus the dimension of a maximal negative definite subspace. René Thom showed that the signature is a cobordism invariant.

We say that two cobordisms from $M_{0}$ to $M_{1}$ are equivalent if they are diffeomorphic relative to $M_{0} \sqcup M_{1}$. The cobordism category $\mathrm{Cob}_{n}$ has objects closed (smooth and/or orientable) $n$-manifolds and morphisms equivalence classes of cobordisms between them. The identity cobordism of $M$ is the class of $I \times M$. A topological quantum field theory, or TQFT in short, is a certain functor from $\mathrm{Cob}_{n}$ to the category of vector spaces and linear maps that take disjoint unions to tensor products. To be completely rigorous, we should define cobordisms as follows:

Definition 1.7.5. A cobordism from $M_{0}$ to $M_{1}$ as a 5 -tuple ( $W, N_{0}, N_{1}, \phi_{0}, \phi_{1}$ ), where $\partial W=N_{0} \sqcup N_{1}$ (or $-N_{0} \sqcup N_{1}$ if we are working with oriented manifolds), and $\phi_{i}: N_{i} \rightarrow M_{i}$ are diffeomorphisms or homeomorphisms (depending on the category) for $i \in\{0,1\}$.

Why this is necessary becomes clear when trying to construct the identity cobordism from $M$ to $M$. Using the less rigorous definition, this would be a manifold $W$ with $\partial W=M \sqcup M$, which is impossible unless $M=\emptyset$.

Definition 1.7.6. The identity cobordism from $M$ to $M$ is given by the tuple $\left(I \times M,\{0\} \times M,\{1\} \times M, e_{0}, e_{1}\right)$, where $e_{i}(i, x)=x$ for $x \in M$ and $i \in\{0,1\}$.

More generally, Definition 1.7.5 makes it very easy to associate a cylindrical cobordism to a diffeomorphism:

Definition 1.7.7. The cylindrical cobordism $W_{\psi}$ associated to a diffeomorphism $\psi: M \rightarrow N$ is the tuple $\left(I \times M,\{0\} \times M,\{1\} \times M, \phi_{0}, \phi_{1}\right)$, where $\phi_{0}(0, x)=x$ and $\phi_{1}(1, x)=\psi(x)$ for $x \in M$.

Definition 1.7.8. The cobordisms $\left(W, N_{0}, N_{1}, \phi_{0}, \phi_{1}\right)$ and ( $W^{\prime}, N_{0}^{\prime}, N_{1}^{\prime}, \phi_{0}^{\prime}, \phi_{1}^{\prime}$ ) from $M_{0}$ to $M_{1}$ are equivalent if there is a diffeomorphism (or homeomorphism) $\Phi: W \rightarrow W^{\prime}$ such that $\left.\Phi\right|_{N_{i}}=\left(\phi_{i}^{\prime}\right)^{-1} \circ \phi_{i}$ for $i \in\{0,1\}$.

Morphisms in the cobordism category are equivalence classes of cobordisms, since the composition of two cobordisms is only well-defined up to equivalence due to the smoothing involved. Throughout this work, we usually use the less rigorous definition of cobordism, as it is usually straightforward to make the arguments precise.

Exercise 1.7.9. Let $\psi, \psi^{\prime}: M \rightarrow N$ be diffeomorphism of $n$-manifolds. Show that the cobordisms $W_{\psi}$ and $W_{\psi^{\prime}}$ are equivalent if and only if $\psi$ and $\psi^{\prime}$ are pseudoisotopic.

If $W$ is a cobordism from $M_{0}$ to $M_{1}$, then we say that $f: W \rightarrow[a, b]$ is a Morse function if it has only non-degenerate critical points, and $f^{-1}(a)=M_{0}$ and $f^{-1}(b)=M_{1}$. Using such a Morse function, we can obtain a relative handle decomposition of $W$ by successively attaching handles to $I \times M_{0}$. Furthermore, we can arrange that the handles are attached with nondecreasing indices by Lemma 1.6.4.

Definition 1.7.10. If $S$ is an embedded $k$-sphere with normal framing $\nu$ in the $n$-manifold $M$, we define the trace of the surgery on $M$ along $(S, \nu)$ to be the cobordism $W(S, \nu)$ from $M$ to $M(S, \nu)$ obtained by attaching an $(n+1)$-dimensional $(k+1)$-handle to $I \times M$ along $\{1\} \times S$ using the framing $1 \times \nu$.

Traces of surgeries admit Morse functions with a single critical point. They are known as elementary cobordisms. Since every cobordism admits a Morse function, every cobordism is a product of elementary cobordisms.

### 1.8. The Whitney trick

The Whitney trick plays a fundamental role in manifold topology. Its failure in lower dimensions is the main reason why the classification of manifolds in dimensions 3 and 4 is more difficult and has a different flavour than in higher dimensions. While this course focuses on low-dimensional topology, it is important to understand the reason behind this distinction. The Whitney trick is the key component of the proof of the h -cobordism theorem, which is the subject of the following section. However, it was originally used by Whitney [74] to prove that every $n$-manifold embeds into $\mathbb{R}^{2 n}$.

Let $A$ and $B$ be smooth submanifolds of the $n$-manifold $M$, and write $a=$ $\operatorname{dim}(A)$ and $b=\operatorname{dim}(B)$. If $A$ and $B$ are transverse and $a+b=n$, then the intersection is a discrete set of points. When $A, B$, and $M$ are oriented, each point $p \in A \cap B$ has a positive or negative sign, which we denote by $\operatorname{sgn}(p) \in\{ \pm 1\}$. We have $\operatorname{sgn}(p)=+1$ if and only if an oriented basis of $T_{p} A$ followed by an oriented basis of $T_{p} B$ gives an oriented basis of $T_{p} M=T_{p} A \oplus T_{p} B$. Note that this also depends on the order of the submanifolds $A$ and $B$. In $B \cap A$, the intersection signs are $(-1)^{\operatorname{dim}(A) \operatorname{dim}(B)}$ times those in $A \cap B$, which is the sign of the permutation swapping the bases of $T_{p} A$ and $T_{p} B$.

If $A$ and $B$ are closed and oriented, they represent homology classes $[A],[B] \in$ $H_{*}(M)$. Their algebraic intersection is

$$
\#(A \cap B):=\sum_{p \in A \cap B} \operatorname{sgn}(p) \in \mathbb{Z}
$$



Figure 2. An illustration of the proof of the Whitney trick. The left shows the trivialisation of the normal bundle of the Whitney disk. The right shows the standard model in the disk.

If $\alpha, \beta \in H^{*}(M)$ are the Poincaré duals of $[A]$ and $[B]$, respectively, then this agrees with $\langle\alpha \cup \beta,[M]\rangle$. More generally, $\alpha \cup \beta$ is dual to $A \cap B$, even if we do not assume that $\operatorname{dim}(A)+\operatorname{dim}(B)=\operatorname{dim}(M)$. In particular, $\#(A \cap B)$ only depends on the homology classes that $A$ and $B$ represent.

Proposition 1.8.1 (Whitney trick). Let $A$ and $B$ be oriented, smooth submanifolds of the oriented $n$-manifold $M$ that intersect transversely, and write $a=\operatorname{dim}(A)$ and $b=\operatorname{dim}(B)$. Suppose the following hold:
(1) $a+b=n$,
(2) $n \geq 5, a \geq 1$, and $b \geq 3$,
(3) $p, q \in A \cap B$ have opposite signs,
(4) when $a$ is 1 or 2 , then the map $\pi_{1}(M \backslash B) \rightarrow \pi_{1}(M)$ is injective,
(5) there are embedded paths $s_{A}$ and $s_{B}$ from $p$ to $q$ in $A$ and $B$, respectively, with interiors disjoint from $A \cap B$, such that $s_{A} \bar{s}_{B}$ is contractible in $M$.
Then there is an isotopy $h_{t}: M \rightarrow M$ for $t \in I$ such that $h_{0}=I d_{M}$ and

$$
h_{1}(A) \cap B=A \cap B \backslash\{p, q\} .
$$

In other words, we can eliminate intersection points of opposite signs using an ambient isotopy, under the assumptions above.

Proof (Non-examinable). Since the curve $C:=s_{A} \bar{s}_{B}$ is 0-homotopic in $M$, there is a map $h: D^{2} \rightarrow M$ such that $\left.h\right|_{\partial D^{2}}=C$. As $n \geq 5$, we can perturb the map $h$ to be an embedding by Theorem 1.4.8 and the remark following it, and to be transverse to $A$ and $B$ along $\operatorname{Int}\left(D^{2}\right)$. When $a, b \geq 3$, the latter implies that $h\left(\operatorname{Int}\left(D^{2}\right)\right) \cap(A \cup B)=\emptyset$, since both $A$ and $B$ have codimension at least 3 , while $D^{2}$ is 2 -dimensional. When $a$ is 1 or 2 , condition (4) implies that $C$ is also contractible in $M \backslash B$, and hence we can choose $h$ such that $h\left(\operatorname{Int}\left(D^{2}\right)\right) \cap B=\emptyset$. As the codimension of $A$ is still $b \geq 3$, we have $h\left(\operatorname{Int}\left(D^{2}\right)\right) \cap A=\emptyset$ by transversality. We can also assume that $T_{x} h\left(D^{2}\right) \cap T_{x} A=T_{x} s_{A}$ for every $x \in s_{A}$ and $T_{x} h\left(D^{2}\right) \cap T_{x} B=$ $T_{x} s_{B}$ for every $x \in s_{B}$.

Let $v_{1}, \ldots, v_{a-1}$ be linearly independent normal vector fields along $s_{A}$ tangent to $A$; see the left-hand side of Figure 2. Then $v_{i}(p)$ and $v_{i}(q)$ are normal to both $h\left(D^{2}\right)$ and $B$ for $i \in\{1, \ldots, a-1\}$. We extend these vector fields to $s_{B}$ such that they are normal to both $h\left(D^{2}\right)$ and $B$. This is possible since the normal to
$T h\left(D^{2}\right)+T B$ over $s_{B}$ is a trivial rank $a-1$ vector bundle. Furthermore, the frames $v_{1}(p), \ldots, v_{a-1}(p)$ and $v_{1}(q), \ldots, v_{a-1}(q)$ lie in the same path component of $\mathrm{GL}(a-1)$ as $\operatorname{sgn}(p)=-\operatorname{sgn}(q)$.

Since $D^{2}$ is contractible, the normal bundle of $h\left(D^{2}\right)$ in $M$ is a trivial $(n-2)$ bundle $\varepsilon^{n-2}$. The vector fields $v_{1}, \ldots, v_{a-1}$ give a map $\varphi$ from the curve $C$ to the Stiefel manifold $V_{a-1}\left(\mathbb{R}^{n-2}\right)$, which is $(b-2)$-connected. (The Stiefel manifold $V_{k}\left(\mathbb{R}^{l}\right)$ consists of $k$-frames in $\mathbb{R}^{l}$, and $\pi_{i}\left(V_{k}\left(\mathbb{R}^{l}\right)\right)=0$ for $i<l-k$.) Hence, the frame $v_{1}, \ldots, v_{a-1}$ extends to the normal bundle of $h\left(D^{2}\right)$ in $M$, giving a splitting $\varepsilon^{n-2} \cong \varepsilon^{a-1} \oplus \varepsilon^{b-1}$ (the complement of $\varepsilon^{a-1}$ is trivial since every bundle is trivial over $D^{2}$ ).

Now we consider the standard model $D^{2} \times \mathbb{R}^{a-1} \times \mathbb{R}^{b-1}$, together with properly embedded arcs $Z_{A}, Z_{B} \subset D^{2}$ that intersect transversely in a pair of points $p^{\prime}$ and $q^{\prime}$. See the right-hand side of Figure 2. Let $D^{\prime}$ be the closure of the component of $D^{2} \backslash\left(Z_{A} \cup Z_{B}\right)$ disjoint from $\partial D^{2}$. The above splitting of the normal bundle of $h\left(D^{2}\right)$ allows us to define a diffeomorphism

$$
\psi: D^{2} \times \mathbb{R}^{a-1} \times \mathbb{R}^{b-1} \rightarrow N\left(h\left(D^{2}\right)\right)
$$

such that

- $\psi\left(D^{\prime} \times\{0\} \times\{0\}\right)=h\left(D^{2}\right)$,
- $\psi\left(p^{\prime}, 0,0\right)=p$ and $\psi\left(q^{\prime}, 0,0\right)=q$,
- $s_{A} \subset \psi\left(Z_{A} \times\{0\} \times\{0\}\right)$ and $s_{B} \subset \psi\left(Z_{B} \times\{0\} \times\{0\}\right)$,
- $\psi\left(Z_{A} \times \mathbb{R}^{a-1} \times\{0\}\right) \subset A$ and $\psi\left(Z_{B} \times\{0\} \times \mathbb{R}^{b-1}\right) \subset B$.

Let $\Phi_{t}$ for $t \in I$ be an isotopy of $D^{2}$ such that $\Phi_{0}=\operatorname{Id}_{D^{2}}, \Phi_{1}\left(Z_{A}\right) \cap Z_{B}=\emptyset$, and $\left.\Phi_{t}\right|_{\partial D^{2}}=\operatorname{Id}_{\partial D^{2}}$ for every $t \in I$ (first define $\Phi_{t}$ on $Z_{A}$, then extend it to $D^{2}$ using Theorem 1.4.3). Furthermore, let $\lambda: \mathbb{R} \rightarrow I$ be a smooth function such that $\lambda(0)=1$ and $\lambda(t)=0$ whenever $|t| \geq 1$. Then we define the desired isotopy $h_{t}$ of $M$ on $\psi\left(D^{2} \times\{x\} \times\{y\}\right)$ to be $\psi \circ \Phi_{t \lambda(|(x, y)|)} \circ \psi^{-1}$ for $x \in \mathbb{R}^{a-1}$ and $y \in \mathbb{R}^{b-1}$, and the identity outside $N\left(h\left(D^{2}\right)\right)$.

### 1.9. The h -cobordism theorem

The h-cobordism theorem is the key technical tool that allows one to reduce the classification of simply-connected smooth and topological manifolds in dimension at least 5 to algebraic topology, proven by Smale [65]. It was extended to simply-connected topological manifolds in dimension 4 by Freedman [11]. However, Donaldson [10] showed it fails in the smooth category in dimension 4. In dimension 3, it is still open whether it holds, and is equivalent to the smooth 4-dimensional Poincaré conjecture. In dimension 2, it follows from the classical 3-dimensional Poincaré conjecture, proven by Perelman.

Definition 1.9.1. Let $W$ be a cobordism from $M_{0}$ to $M_{1}$. Then we say that $W$ is an $h$-cobordism (where "h" stands for "homotopy") if the embeddings $e_{i}: M_{i} \hookrightarrow$ $W$ are homotopy equivalences for $i \in\{0,1\}$.

Remark 1.9.2. By the relative Hurewicz theorem, when $W, M_{0}$, and $M_{1}$ are simply-connected, the following are equivalent:
(1) the embedding $e_{0}$ is a homotopy equivalence,
(2) $H_{*}\left(W, M_{0}\right)=0$,
(3) $H^{*}\left(W, M_{1}\right)=0$,
(4) $H_{*}\left(W, M_{1}\right)=0$,
(5) $e_{1}$ is a homotopy equivalence.

THEOREM 1.9.3 (h-cobordism theorem). If $n \geq 6$ and $W$ is a simply-connected $h$-cobordism between the $(n-1)$-manifolds $M_{0}$ and $M_{1}$, then $W$ is diffeomorphic to $I \times M_{0}$. In particular, $M_{0}$ and $M_{1}$ are diffeomorphic.

Using the terminology of Definition 1.7.5, the conclusion of the h-cobordism theorem is that $W$ is equivalent to $W_{\psi}$ for some equivalence $\psi: M_{0} \rightarrow M_{1}$.

The simple-connectivity assumption is necessary: Milnor showed that the 7manifolds $L(7,1) \times S^{4}$ and $L(7,2) \times S^{4}$ with fundamental group $\mathbb{Z}_{7}$ are h-cobordant but not diffeomorphic. Here $L(7,1)$ and $L(7,2)$ are 3-dimensional lens spaces, which we will study in detail in Section 2.2.

Donaldson gave an example of a 5-dimensional smooth h-cobordism $W$ from $M_{0}$ to $M_{1}$ that is not diffeomorphic to $I \times M_{0}$. On the other hand, Freedman proved the Whitney trick in the topologically locally flat category in dimension 4, which implies the h-cobordism theorem for topological 5 -dimensional h-cobordisms as well, and gave his classification of simply-connected topological 4-manifolds that we will review in Section 4.2.

As an application of the h-cobordism theorem, we first give a characterisation of the smooth $n$-disc for $n \geq 6$.

Proposition 1.9.4. Let $W$ be a compact simply-connected smooth n-manifold for $n \geq 6$ with simply-connected boundary. Then the following are equivalent:
(1) $W^{n}$ is diffeomorphic to $D^{n}$.
(2) $W^{n}$ is homeomorphic to $D^{n}$.
(3) $W^{n}$ is contractible.
(4) $W^{n}$ has the same integral homology as a point.

Proof. As the four statements are respectively weaker, it suffices to prove that (4) implies (1). Let $D_{0} \subseteq \operatorname{Int}(W)$ be a smooth $n$-disk. By excision,

$$
H_{*}\left(W \backslash \operatorname{Int}\left(D_{0}\right), \partial D_{0}\right) \cong H_{*}\left(W, D_{0}\right)=0
$$

Since $\pi_{1}\left(W \backslash \operatorname{Int}\left(D_{0}\right)\right)=1$ and $\pi_{1}(\partial W)=1$, the manifold $W \backslash \operatorname{Int}\left(D_{0}\right)$ is a simplyconnected h-cobordism from $\partial D_{0} \approx S^{n-1}$ to $\partial W$ by Remark 1.9.2. Hence, by the h-cobordism theorem, $W \backslash \operatorname{Int}\left(D_{0}\right)$ is equivalent to the product $I \times \partial D_{0}$, and so $W$ is diffeomorphic to $D^{n}$.

We now state and prove the Generalised Poincaré Conjecture in dimensions at least six.

Theorem 1.9.5 (Generalised Poincaré Conjecture). Let $M$ be a closed, simplyconnected, smooth n-manifold that has the same homology as $S^{n}$, and suppose that $n \geq 6$. Then $M$ is homeomorphic to $S^{n}$.

Proof. Choose a handle decomposition of $M$. Analogously to Step 1 of the proof of the h-cobordism theorem, we can arrange that there is a single 0-handle $h^{0}$. Then

$$
W:=M \backslash \operatorname{Int}\left(h^{0}\right)
$$

is simply-connected and has the same homology as a point by excision and the long exact sequence of the pair $(M, W)$. Hence $W$ is diffeomorphic to $D^{n}$ by Proposition 1.9.4. Reattaching $h^{0}$ gives a twisted sphere, which is homeomorphic to $S^{n}$ by Theorem 1.5.6, as it admits a Morse function with only two critical points.

Note that the Generalised Poincaré Conjecture holds in every dimension in the topological category, but it is beyond the scope of this book to prove it in full generality. The 1- and 2-dimensional cases simply follow from the classification of manifolds in these dimensions. The 3-dimensional case is the classical Poincaré conjecture, proven by Perelman using the Ricci flow. The 4-dimensional case is due to Freedman. In dimension 5, the result follows from work of Kervaire and Milnor, which in fact implies the result in the smooth category in dimensions 5 and 6. However, as mentioned earlier, there are 28 non-diffeomorphic smooth structures on $S^{7}$ by the work of Milnor. It is still unknown if there is an exotic smooth structure on $S^{4}$.

## CHAPTER 2

## 3-manifolds

Every topological 3-manifold admits a unique smooth structure up to diffeomorphism by the work of Moise [48], hence the categories of topological and smooth manifolds are equivalent in dimension three.

In these notes, we only discuss classical results from 3-manifold topology, preceding Thurston's revolutionary work. Most of the proofs use cut-and-paste techniques. Some of these results will then be applied in the following section on knots and links.

### 2.1. The Schönflies theorem

The Jordan-Schönflies theorem states that every Jordan curve in $\mathbb{R}^{2}$ bounds a disk. One might wonder whether this generalises to higher dimensions: Does an embedding of an $n$-sphere into $\mathbb{R}^{n+1}$ bound a disk? The answer depends on the category we are working in. The Alexander horned sphere is an example of a continuous embedding of $D^{3}$ into $\mathbb{R}^{3}$ whose complement has non-finitely generated fundamental group; see Rolfsen [61] for the construction. Its boundary is hence a continuously embedded $S^{2}$ in $S^{3}$ that does not bound a disk on one side.

However, if we restrict to the smooth or PL category, then the generalised Schönflies theorem is known to hold for $n \neq 3$ : A smoothly or PL embedded $S^{n}$ bounds a $D^{n+1}$ in $\mathbb{R}^{n+1}$. In the smooth category, for $n>3$ this follows from the h-cobordism theorem; see Proposition 1.9.4. The case $n=3$ is still open. The case $n=2$ is due to Alexander; we prove it in the smooth category:

Theorem 2.1.1 (Schönflies theorem). Any smoothly embedded 2-sphere $S$ in $\mathbb{R}^{3}$ bounds a 3-disk.

Proof. We follow the exposition of Casson [5]. We use the following observation: If $M=M_{1} \cup M_{2}$, where $M_{1}$ is a 3-manifold, $M_{2} \approx D^{3}$, and

$$
M_{1} \cap M_{2} \approx \partial M_{1} \cap \partial M_{2} \approx D^{2}
$$

then $M \approx M_{1}$.
We can perturb $S$ such that the height function $\left.x_{3}\right|_{S}$ is Morse for $x_{3}: \mathbb{R}^{3} \rightarrow \mathbb{R}$. Let $M$ be the closure of the bounded component of $\mathbb{R}^{3} \backslash S$. The proof proceeds by induction on the number $n$ of index 1 critical points of $\left.x_{3}\right|_{S}$.

If $n=0$, then $S$ has one local minimum and one local maximum. Let $t_{\min }:=$ $\min \left(\left.x_{3}\right|_{S}\right)$ and $t_{\max }:=\max \left(\left.x_{3}\right|_{S}\right)$. Then, for every $t \in\left(t_{\min }, t_{\max }\right)$, the level set $\left(\left.x_{3}\right|_{S}\right)^{-1}(t)$ is a circle in $\mathbb{R}^{2} \times\{t\}$ that bounds a 2-disk in $\mathbb{R}^{2} \times\{t\}$ by the smooth Jordan curve theorem, and hence $M \approx D^{3}$.

If $n=1$, then there are either two local minima and one local maximum, or one local minimum and two local maxima. Without loss of generality, assume it is the former. Consider the level sets of $\left.x_{3}\right|_{S}$. As we pass the two local minima, two


Figure 3. Two embeddings of $S^{2}$ in $\mathbb{R}^{3}$ with one saddle point and two local minima.
circles appear. If these have disjoint interiors, then $M$ is a regular neighbourhood of $a \cap$-shaped curve; see the left of Figure 3. If one circle is contained in the interior of the other, $M$ is a "tilted bowl;" see the right of Figure 3. In both cases, $M$ bounds a disk.

Now suppose that $n \geq 2$. Let $t$ be a regular value of $\left.x_{3}\right|_{S}$ such that there is at least one saddle point of $\left.x_{3}\right|_{S}$ on each side of $H:=\mathbb{R}^{2} \times\{t\}$. Then $S \cap H$ is a compact 1-manifold. Let $C$ be an innermost component of $H \cap S$. This bounds a disk $D \subset H$ such that $D \cap S=\partial D=C$. Then $C$ separates $S$ into disks $D_{1}$ and $D_{2}$, so $S_{1}=D \cup D_{1}$ and $S_{2}=D \cup D_{2}$ are embedded 2 -spheres in $\mathbb{R}^{3}$.

If both $\left.x_{3}\right|_{S_{1}}$ and $\left.x_{3}\right|_{S_{2}}$ have saddles, then they bound disks $M_{1}$ and $M_{2}$, respectively, by the inductive hypothesis. There are three cases: If $M_{1} \cap M_{2}=D$, then $M=M_{1} \cup M_{2} \approx D^{3}$ by the observation. If $M_{1} \subset M_{2}$, then we can apply the observation to $M=M_{1} \cup\left(\overline{M_{2} \backslash M_{1}}\right)$ as $M_{1} \cap\left(\overline{M_{2} \backslash M_{1}}\right)=D_{1}$ is a disk. The case $M_{2} \subset M_{1}$ is analogous.

If $S_{1}$ has no saddle, it bounds a disk $M_{1}$ by the $n=0$ case. As before, using the observation, $S$ bounds a disk if and only if $S_{2}$ bounds a disk. We push $S_{2}$ a bit to eliminate $C$ from $S_{2} \cap H$, reducing the number of its components. We repeat the above procedure with a new innermost circle, which has to terminate since there is a saddle on each side of $H$. It follows that $S$ also bounds a disk.

Exercise 2.1.2. Using the same method as in the proof of the Schönflies theorem (and assuming the Schönflies theorem), show that if $T$ is a smooth torus in $S^{3}$, then one of the components of $S^{3} \backslash T$ has closure $S^{1} \times D^{2}$. Give an example of a torus $T$ in $\mathbb{R}^{3}$ such that the closure of the bounded component of $\mathbb{R}^{3} \backslash T$ is not a solid torus.

### 2.2. Heegaard decompositions and diagrams

A genus $g$ handlebody is a 3-ball with $g$ oriented 1-handles attached. Alternatively, it can be described as a regular neighbourhood of a wedge of $g$ unknotted circles in $\mathbb{R}^{3}$. Every closed, oriented, and connected 3-manifold can be obtained by gluing together two handlebodies of the same genus along their boundaries.

Definition 2.2.1. Let $M$ be a closed, connected, and oriented 3-manifold. A Heegaard decomposition of $M$ consists of a closed, oriented surface $\Sigma \subset M$ that separates $M$ into the union of two handlebodies $H_{\alpha}$ and $H_{\beta}$, where $\Sigma$ is oriented as the boundary of $H_{\alpha}$. We call $\Sigma$ a Heegaard surface. The Heegaard genus of $M$ is the minimal genus of a Heegaard surface $\Sigma$.

Proposition 2.2.2. Every closed, connected, and oriented 3-manifold M admits a Heegaard decomposition.

Proof. Choose a handle decomposition of $M$. Since $M$ is connected, we can assume that it has a single 0-handle and a single 3-handle. Indeed, if there is more than one 0-handle, we can cancel one of them against a 1-handle until we are left with just one. The union of the 0 -handle and the 1 -handles is one of the handlebodies, and the union of the 3 -handle and the 2 -handles is another handlebody. The two handlebodies have the same genus since they share the same boundary.

REMARK 2.2.3. An alternative proof often found in the literature uses the fact that every 3 -manifold admits a triangulation. Then a Heegaard decomposition can be obtained by taking a regular neighbourhood of the 1 -skeleton and its complement. The complement is a handlebody because it is a regular neighbourhood of the 1 -skeleton of the dual cell decomposition, whose 0 -cells are the centres of the tetrahedra of the original triangulation, and two 0 -cells are connected by a 1 -cell if and only if the corresponding tetrahedra share a face. It is a rather technical result that every smooth manifold admits a triangulation; see Munkres [51].

Given two genus $g$ handlebodies, the diffeomorphism class of the 3-manifold obtained by gluing them together only depends on the isotopy class of the gluing map. The group of isotopy classes of orientation-preserving automorphisms of a genus $g$ surface $\Sigma_{g}$ is called the mapping class group, and is denoted by $\operatorname{MCG}\left(\Sigma_{g}\right)$. Due to Proposition 2.2.2, and since every handlebody admits an orientation-reversing symmetry, one can study 3 -manifolds via the mapping class group.

Exercise 2.2.4. Show that if $M$ is a 3 -manifold, then $\pi_{1}(M)$ has a presentation with the same number of generators and relations. Show that $\mathbb{Z}^{4}$ is not the fundamental group of a closed 3-manifold.

Since every orientation-reversing automorphism of $S^{2}$ is isotopic to a reflection, the only 3 -manifold of Heegaard genus zero is $S^{3}$. Heegaard genus one manifolds form an important class:

Definition 2.2.5. A lens space is a closed, oriented 3-manifold of Heegaard genus one that is not $S^{1} \times S^{2}$.

In other words, a lens space is a manifold that can be obtained by gluing two solid tori along their boundaries, with the exception of $S^{3}$ and $S^{1} \times S^{2}$. The gluing map is described by an automorphism of $T^{2}$. Since $\pi_{0}\left(\operatorname{Diff}\left(T^{2}\right)\right) \cong \operatorname{GL}(2, \mathbb{Z})$, an orientation-reversing automorphism of $T^{2}$ is isotopic to a transformation given by a matrix

$$
\left(\begin{array}{ll}
q & r \\
p & s
\end{array}\right)
$$

with determinant -1 , so $p$ and $q$ are relatively prime. If $m$ is the meridian and $l$ is the longitude, then $m$ is mapped to $q m+p l$. This already determines the resulting 3 -manifold $L(p, q)$, since every automorphism of $T^{2}$ that preserves $m$ extends to $S^{1} \times D^{2}$.

Alternatively, we can also describe $L(p, q)$ as the quotient of $S^{3} \subset \mathbb{C}^{2}$ by the action of the cyclic group $C_{p}$ given by

$$
(z, w) \mapsto\left(\zeta z, \zeta^{q} w\right)
$$

for a $p$-th root of unity $\zeta \in C_{p}$. This is a free action, hence the universal cover of $L(p, q)$ is $S^{3}$, and $\pi_{1}(L(p, q)) \cong C_{p}$. We orient $L(p, q)$ such that this covering map is orientation-preserving. Alternatively, one can compute the fundamental group by applying the Seifert-van Kampen theorem to the first description of lens spaces.

Exercise 2.2.6. Show that the two descriptions of a lens space are equivalent. (Hint: Construct a cell decomposition of $L(p, q)$ using a $C_{p}$-equivariant cell decomposition of $S^{3}$.)

Theorem 2.2.7. Let $(p, q)$ and $\left(p^{\prime}, q^{\prime}\right)$ be relatively prime pairs of integers. Then $L(p, q)$ and $L\left(p^{\prime}, q^{\prime}\right)$ are homotopy equivalent if and only if $p=p^{\prime}$ and $q q^{\prime} \equiv$ $\pm n^{2} \bmod p$ for some $n \in \mathbb{Z}$. They are homeomorphic if and only if $p=p^{\prime}$ and $q^{\prime} \equiv \pm q^{ \pm 1} \bmod p$.

This was shown by Reidemeister [59] using Reidemeister torsion. It follows from Theorem 2.2.7 that the lens spaces $L(7,1)$ and $L(7,2)$ are homotopy equivalent but not homeomorphic.

A Heegaard decomposition is not unique. For example, $S^{3}$ has a genus $g$ Heegaard decomposition for every $g$ : just consider the standard genus $g$ surface in $S^{3}$. By a result of Waldhausen [71], every genus $g$ Heegaard splitting of $S^{3}$ is isotopic to this.

Given 3-manifolds $M$ and $M^{\prime}$, together with Heegaard surfaces $\Sigma$ and $\Sigma^{\prime}$, respectively, we can take their connected sum: Choose 3-balls $B \subset M$ and $B^{\prime} \subset M^{\prime}$ such that both $B \cap \Sigma$ and $B^{\prime} \cap \Sigma^{\prime}$ are 2 -disks. Then, if we take the connected sum of $M$ and $M^{\prime}$ along $B$ and $B^{\prime}$, then $\Sigma \# \Sigma^{\prime}$ is a Heegaard surface of $M \# M^{\prime}$.

Definition 2.2.8. Let $\Sigma$ be a Heegaard surface in $M$. Then a stabilisation of $\Sigma$ is obtained by taking the connected sum with $\left(S^{3}, T^{2}\right)$.

The following theorem is due to Reidemeister and Singer:
Theorem 2.2.9. Let $\Sigma_{0}$ and $\Sigma_{1}$ be Heegaard surfaces in the closed, oriented 3-manifold $M$. Then there is a Heegaard surface $\Sigma$ that is isotopic to a stabilisation of both.

If one would also like to encode how the two handlebodies are glued together, one can record the belt circles of the 1-handles of the two handlebodies:

Definition 2.2.10. An abstract Heegaard diagram is a triple $(\Sigma, \boldsymbol{\alpha}, \boldsymbol{\beta})$, where $\Sigma$ is an oriented, genus $g$ surface, and $\boldsymbol{\alpha}=\left(\alpha_{1}, \ldots, \alpha_{g}\right)$ and $\boldsymbol{\beta}=\left(\beta_{1}, \ldots, \beta_{g}\right)$ are two $g$-tuples of pairwise disjoint simple closed curves in $\Sigma$ that are linearly independent in $H_{1}(\Sigma)$.

An embedded Heegaard diagram of the closed, connected, and oriented 3-manifold $M$ is an abstract Heegaard diagram $(\Sigma, \boldsymbol{\alpha}, \boldsymbol{\beta})$ such that $\Sigma \subset M$ is a Heegaard surface, each $\alpha_{i}$ bounds a disk in $H_{\alpha}$, and each $\beta_{j}$ bounds a disk in $H_{\beta}$.

For example, $\left(T^{2}, \mu, \lambda\right)$ is a genus 1 embedded Heegaard diagram of $S^{3}$, where $\mu$ is a meridian and $\lambda$ is a longitude of $T^{2}$; see Remark 1.1.11. A stabilisation of a Heegaard diagram is obtained by taking the connected sum with this.

An abstract Heegaard diagram $\mathcal{H}=(\Sigma, \boldsymbol{\alpha}, \boldsymbol{\beta})$ defines a 3-manifold as follows: Take $\Sigma \times I$, and attach 3-dimensional 2-handles along $\alpha \times\{0\}$ and $\beta \times\{1\}$ for every $\alpha \in \boldsymbol{\alpha}$ and $\beta \in \boldsymbol{\beta}$. Since the $\alpha$-curves are linearly independent in $H_{1}(\Sigma)$ and there is $g$ of them, the lower boundary component, which is obtained by surgering
$\Sigma$ along $\boldsymbol{\alpha}$, is a 2 -sphere. Similarly, the upper boundary component is also $S^{2}$. After attaching two 3-balls to these two spheres, we obtain a closed, connected, and oriented 3 -manifold, which we call the 3 -manifold defined by $\mathcal{H}$. If $\mathcal{H}$ is an embedded Heegaard diagram of $M$, then the 3 -manifold defined by $\mathcal{H}$ is diffeomorphic to $M$ relative to $\Sigma$.

If $\mathcal{H}=(\Sigma, \boldsymbol{\alpha}, \boldsymbol{\beta})$ is a Heegaard diagram of $M$, then we say that $\boldsymbol{\alpha}^{\prime}=\boldsymbol{\alpha} \backslash\left\{\alpha_{i}\right\} \cup$ $\left\{\alpha_{i}^{\prime}\right\}$ is obtained from $\boldsymbol{\alpha}$ by sliding $\alpha_{i}$ over $\alpha_{j}$ if $\alpha_{i}, \alpha_{i}^{\prime}$, and $\alpha_{j}$ is the boundary of a pair-of-pants (i.e., $S^{2} \backslash P$ for $|P|=3$ ) in $\Sigma$ disjoint from the other curves in $\boldsymbol{\alpha}$. (This corresponds to sliding the 3-dimensional 2-handle corresponding to $\alpha_{i}$ over the handle corresponding to $\alpha_{j}$ in the 3-manifold defined by the diagram.) We can define a handle slide among $\boldsymbol{\beta}$ analogously. Then we have the following strengthening of the Reidemeister-Singer theorem:

Theorem 2.2.11. Suppose that $\mathcal{H}$ and $\mathcal{H}^{\prime}$ are embedded Heegaard diagrams of the closed, connected, oriented 3-manifold $M$. Then they become isotopic after a sequence of handle slides, stabilisations, and destabilisations.

### 2.3. Incompressible surfaces and the loop theorem

Definition 2.3.1. Let $S$ be a surface in a 3 -manifold $M$. Then we say that $S$ is compressible either if there is a disk $D \subset M$ such that $D \cap S=\partial D$ and $\partial D$ does not bound a disk in $S$, or if $S$ has an $S^{2}$ component that is the boundary of a 3 -ball in $M$, or if $S$ has a boundary-parallel $D^{2}$ component. We say that $S$ is incompressible otherwise. We call such a $D$ a compressing disk.

Given a compressing disk $D$ for a surface $S$ in the 3-manifold $M$, we can compress it along $D$ as follows: Let $N(D) \approx D \times[-1,1]$ be a regular neighbourhood of $D$ such that $N(D) \cap S \approx \partial D \times[-1,1]$. Then the compressed surface is

$$
S(D):=S \backslash(\partial D \times(-1,1)) \cup(D \times\{-1,1\})
$$

One can think of this as a surgery operation for embedded surfaces.
Definition 2.3.2. A surface $S$ in a 3-manifold $M$ is called 2-sided if its normal bundle is trivial. We say that $S$ is $\pi_{1}$-injective if the map $\pi_{1}(S) \rightarrow \pi_{1}(M)$ induced by the inclusion is injective.

For example, if both $M$ and $S$ are orientable, then $S$ is 2 -sided. The following fundamental result was first stated by Dehn in 1910, but gaps in his proof were found by Kneser. The first complete proof was given by Papakyriakopoulos [55] in 1957.

Theorem 2.3.3 (Dehn's lemma). Let $M$ be a 3-manifold with boundary, and $f: D^{2} \rightarrow M$ a continuous map that is an embedding near $\partial D^{2}$ and $f\left(\partial D^{2}\right) \subset$ $\partial M$. Then there exists an embedding $g: D^{2} \rightarrow M$ such that $f$ and $g$ agree in a neighbourhood of $\partial D^{2}$.

The following generalisation of Dehn's lemma is known as the loop theorem, also due to Papakyriakopoulos:

Theorem 2.3.4 (Loop theorem). Let $M$ be a 3-manifold with boundary (not necessarily compact). If $\partial M$ is not $\pi_{1}$-injective, then it is compressible.


Figure 4. The double cover $p_{i}: M_{i} \rightarrow V_{i-1}$ in the proof of the loop theorem. Here, $V_{i-1}$ is a regular neighbourhood of the disk $D_{i-1}$ and $\tau_{i}$ is the covering involution.

Proof (Non-examinable). We follow the exposition of Hatcher [21]. Let $f:\left(D^{2}, \partial D^{2}\right) \rightarrow(M, \partial M)$ be a continuous map such that $\left[\left.f\right|_{\partial D^{2}}\right] \neq 1 \in \pi_{1}(\partial M)$. Choose a triangulation of $M$. By the relative version of the simplicial approximation theorem, there is a triangulation of $D^{2}$ such that $f$ is homotopic to a simplicial map $f_{0}:\left(D^{2}, \partial D^{2}\right) \rightarrow(M, \partial M)$. Let $D_{0}:=f_{0}\left(D^{2}\right)$, and $V_{0}$ a regular neighbourhood of $D_{0}$ obtained by taking the union of the simpices of the second barycentric subdivision of $M$ incident to $D_{0}$.

Let $p_{1}: M_{1} \rightarrow V_{0}$ be a connected double cover of $V_{0}$, if one exists. See Figure 4. As $\pi_{1}\left(D^{2}\right)=1$, we can lift $f_{0}$ to a map $f_{1}: D^{2} \rightarrow M_{1}$. We write $D_{1}:=f_{1}\left(D^{2}\right)$ and $V_{1}$ for a regular neighbourhood of $D_{1}$, as above. We repeat this procedure to obtain a sequence of maps $f_{i}: D^{2} \rightarrow M_{i}$ whose image is $D_{i}$ with regular neighbourhood $V_{i}$, where $p_{i}: M_{i} \rightarrow V_{i-1}$ is a connected double cover. We can triangulate $M_{i}$ by lifting the triangulation of $V_{i-1}$, and $D_{i}$ and $V_{i}$ are subcomplexes.

We claim that this process terminates in finitely many steps, and write $n$ for the largest index for which $V_{n}$ admits no connected double cover. Indeed, let $E_{i}:=p_{i}^{-1}\left(D_{i-1}\right)$, and note that the double cover $E_{i} \rightarrow D_{i-1}$ is connected as $M_{i}$ is connected and deformation retracts onto $E_{i}$ by lifting the retraction of $V_{i-1}$ onto $D_{i-1}$. If $\tau_{i}$ is the covering automorphism of $E_{i} \rightarrow D_{i-1}$, then $E_{i}=D_{i} \cup \tau_{i}\left(D_{i}\right)$. As $E_{i}$ is connected, $D_{i} \cap \tau_{i}\left(D_{i}\right) \neq \emptyset$. So there is a simplex $\sigma$ of $D_{i}$ such that $\tau_{i}(\sigma) \subset D_{i}$. As $\tau_{i}$ has no fixed points, $\sigma \neq \tau_{i}(\sigma)$. This means that $D_{i-1}$, which is a quotient of $D_{i}$, has fewer simplices than $D_{i}$. The number of simplices in each $D_{i}$ is bounded from above by the number of simplices in $D^{2}$, which hence gives an upper bound on the number of steps $n$.

We now show that each component of $\partial V_{n}$ is a 2 -sphere. It suffices to prove that $H_{1}\left(\partial V_{n} ; \mathbb{Z}_{2}\right)=0$. As $V_{n}$ has no connected double cover, $\pi_{1}\left(V_{n}\right)$ has no index two subgroup, and hence $H^{1}\left(V_{n} ; \mathbb{Z}_{2}\right) \cong \operatorname{Hom}\left(\pi_{1}\left(V_{n}\right), \mathbb{Z}_{2}\right)=0$. So, by the universal


Figure 5. Removing double point curves of an immersed disk. Left: the preimages of the double point curve are nested circles. Middle: the preimages of the double point curve are non-nested circles. Right: the preimage of the double point of curve is connected.
coefficient theorem, $H_{1}\left(V_{n} ; \mathbb{Z}_{2}\right)=0$, and by Poincaré duality, $H_{2}\left(V_{n}, \partial V_{n} ; \mathbb{Z}_{2}\right)=0$. Combined with the exact sequence

$$
H_{2}\left(V_{n}, \partial V_{n} ; \mathbb{Z}_{2}\right) \rightarrow H_{1}\left(\partial V_{n} ; \mathbb{Z}_{2}\right) \rightarrow H_{1}\left(V_{n} ; \mathbb{Z}_{2}\right)
$$

of the pair $\left(V_{n}, \partial V_{n}\right)$, we see that $H_{1}\left(\partial V_{n} ; \mathbb{Z}_{2}\right)=0$, as claimed.
Let $\partial_{0} V_{i}$ be the component of $\partial V_{i}$ containing $f_{i}\left(\partial D^{2}\right)$, and let

$$
F_{i}:=\left(p_{1} \circ \cdots \circ p_{i}\right)^{-1}(\partial M) \cap \partial_{0} V_{i} .
$$

We denote the kernel of the homomorphism $\left(p_{1} \circ \cdots \circ p_{i}\right)_{*}: \pi_{1}\left(F_{i}\right) \rightarrow \pi_{1}(\partial M)$ by $N_{i}$. As $\left[\left.f\right|_{\partial D^{2}}\right] \neq 0 \in \pi_{1}(\partial M)$, we have $\left[\left.f_{i}\right|_{\partial D^{2}}\right] \notin N_{i}$.

Since each component of $\partial V_{n}$ is a sphere, the surface $F_{n}$ is planar. Hence $\pi_{1}\left(F_{n}\right)$ is normally generated by the components of $\partial F_{n}$. As $N_{n} \neq \pi_{1}\left(F_{n}\right)$, there is a component $C$ of $\partial F_{n}$ that represents an element of $\pi_{1}\left(F_{n}\right) \backslash N_{n}$. Each component of $\partial_{0} V_{n} \backslash F_{n}$ is a disk. We can push the interior of the disk bounding $C$ into $V_{n}$ to obtain a smooth embedding $g_{n}: D^{2} \hookrightarrow V_{n}$ such that $\left[\left.g_{n}\right|_{\partial D^{2}}\right] \notin N_{n}$.

Starting from $g_{n}$, we recursively construct a sequence of embeddings $g_{i}: D^{2} \hookrightarrow$ $V_{i}$ with $\left[\left.g_{i}\right|_{\partial D^{2}}\right] \notin N_{i}$. Then $g_{0}$ is the desired embedding of $D^{2}$ into $M$ whose boundary is homotopically non-trivial.

Suppose we have already constructed $g_{i}$. To obtain $g_{i-1}$, we consider the immersion $p_{i} \circ g_{i}$. After a small perturbation of $g_{i}$, this is an immersion with transverse double point curves and arcs, since $p_{i}$ is a 2 -fold cover. We use cut-and-paste techniques to get rid of these, resulting in the embedding $g_{i-1}$.

Let $C$ be a double point curve of $p_{i} \circ g_{i}\left(D^{2}\right)$. Let $N(C)$ be a regular neighbourhood of $C$ in $p_{i} \circ g_{i}\left(D^{2}\right)$. Then $N(C)$ is an $X$-bundle over $S^{1}$. This can be obtained from $X \times[0,1]$ by idenfitying $X \times\{0\}$ and $X \times\{1\}$ via an automorphism $\varphi$ of the figure $X$. This automorphism cannot be a $90^{\circ}$ rotation or a reflection in one of the two lines in $X$ as otherwise $D^{2}$ would contain a Möbius band. So $\varphi$ is either the identity of the figure $X$, or a reflection in a vertical or horizontal line.

First, suppose that $\varphi$ is the identity. Then the preimage of $C$ in $D^{2}$ consists of two circles that bound disks $D$ and $D^{\prime}$. If these disks are nested, say $D \subset D^{\prime}$, then we replace $\left.p_{i} \circ g_{i}\right|_{D^{\prime}}$ with $\left.p_{i} \circ g_{i}\right|_{D}$ and smooth the corners; see the left of Figure 5. If $D \cap D^{\prime}=\emptyset$, then we swap $\left.p_{i} \circ g_{i}\right|_{D}$ and $\left.p_{i} \circ g_{i}\right|_{D^{\prime}}$ and again smooth the corners; see the middle of Figure 5. If $\varphi$ is a reflection in the horizontal axis, we smooth each $X$-fibre as on the right of Figure 5, which replaces the annulus mapping to $N(C)$ with another annulus. The case of reflection in a vertical axis is analogous. In each case, we remove $C$ from the double point set, without introducing any new double point curves or changing $\left.p_{i} \circ g_{i}\right|_{\partial D^{2}}$.

Now suppose that $A$ is a double point arc of $p_{i} \circ g_{i}\left(D^{2}\right)$. Its preimage in $D^{2}$ consists of a pair of arcs $a, a^{\prime} \subset D^{2}$ with boundary on $\partial D^{2}$; see the left of Figure 6. We label the components of $\partial D^{2} \backslash\left(a \cup a^{\prime}\right)$ by $\alpha, \beta, \gamma$, and $\delta$ counterclockwise such


Figure 6. Left: The preimage of a double point arc $A$. Right: The two resolutions $g_{i}^{\prime}$ and $g_{i}^{\prime \prime}$.
that $a$ and $\alpha$ and $a^{\prime}$ and $\gamma$ form bigons $B$ and $B^{\prime}$ (and hence $a, \beta, a^{\prime}, \delta$ are sides of a quadrilateral $Q$ ).

There are two ways of smoothing the double point arc $A$; see the right of Figure 6. In the first case, we glue together the maps $\left.p_{i} \circ g_{i}\right|_{B}$ and $\left.p_{i} \circ g_{i}\right|_{B^{\prime}}$, smooth the corners, and remove the quadrilateral $Q$, to obtain the map $g_{i}^{\prime}$. The other smoothing of $A$ gives rise to a map we denote $g_{i}^{\prime \prime}$. This is obtained by removing $\left.p_{i} \circ g_{i}\right|_{Q}$ and vertically reversing it, gluing the side $a$ of $B$ to the side $a^{\prime}$ of $Q$, and the side $a^{\prime}$ of $B^{\prime}$ to the side $a$ of $Q$.

We claim that either $\left[\left.g_{i}^{\prime}\right|_{\partial D^{2}}\right] \notin N_{i-1}$ or $\left[\left.g_{i}^{\prime \prime}\right|_{\partial D^{2}}\right] \notin N_{i-1}$. Choose an orientation of $A$; this induces orientations on $a$ and $a^{\prime}$. If exactly one of them is oriented coherently with $\partial Q$, then

$$
\begin{aligned}
\alpha \beta \gamma \delta & =(\alpha \gamma) \delta^{-1}\left(\alpha \beta^{-1} \gamma \delta^{-1}\right)^{-1}(\alpha \gamma) \delta \\
& =\left(\left.g_{i}^{\prime}\right|_{\partial D^{2}}\right) \delta^{-1}\left(\left.g_{i}^{\prime \prime}\right|_{\partial D^{2}}\right)^{-1}\left(\left.g_{i}^{\prime}\right|_{\partial D^{2}}\right) \delta
\end{aligned}
$$

Otherwise, we have

$$
\begin{aligned}
\alpha \beta \gamma \delta & =\left(\alpha \gamma^{-1}\right)(\gamma \delta)^{-1}\left(\alpha \gamma^{-1}\right)^{-1}(\alpha \delta \gamma \beta)(\gamma \delta) \\
& =\left(\left.g_{i}^{\prime}\right|_{\partial D^{2}}\right)(\gamma \delta)^{-1}\left(\left.g_{i}^{\prime}\right|_{\partial D^{2}}\right)^{-1}\left(\left.g_{i}^{\prime \prime}\right|_{\partial D^{2}}\right)(\gamma \delta)
\end{aligned}
$$

As $\alpha \beta \gamma \delta \notin N_{i-1}$, at least one of $\left[\left.g_{i}^{\prime}\right|_{\partial D^{2}}\right]$ and $\left[\left.g_{i}^{\prime \prime}\right|_{\partial D^{2}}\right]$ is not in $N_{i-1}$, as claimed, and we continue with this map until $p_{i} \circ g_{i}$ becomes an embedding.

It is clear that every $\pi_{1}$-injective surface without $S^{2}$ components that bound 3 -balls and without boundary-parallel $D^{2}$ components is incompressible. The converse also holds for 2 -sided surfaces:

THEOREM 2.3.5. If $S$ is a 2-sided, incompressible surface in a 3-manifold $M$, then $S$ is $\pi_{1}$-injective.

Proof. By contradiction, suppose that there is a homotopically non-trivial curve $\gamma: S^{1} \rightarrow S$ that is null-homotopic in $M$. Then there is a smooth map $u: D^{2} \rightarrow M$ transverse to $S$ such that $\left.u\right|_{S^{1}}=\gamma$. The preimage $u^{-1}(S)$ is a smooth 1-manifold $C$ in $D^{2}$. Let $C_{0}$ be an innermost component of $C$. Let $D_{0} \subset D^{2}$ be the disk bounded by $C_{0}$. If $\left.u\right|_{C_{0}}$ is null-homotopic in $S$, then we can replace $u$ on $D_{0}$ with the null-homotopy and push it off $S$ such that we obtain a map $v$ with $v^{-1}(S)=C \backslash C_{0}$. Repeating this procedure, we can assume that $\left.u\right|_{C_{0}}$ is not nullhomotopic. Note that $u\left(D_{0}\right) \cap S=u\left(C_{0}\right)$. Hence, we can assume the curve $\gamma$ on $S$ is null-homotopic in the complement of $S$.

Since $S$ is 2 -sided, $N(S) \approx S \times[-1,1]$. The curve $\gamma \times\{1\}$ is null-homotopic in $M^{\prime}:=M \backslash(S \times(-1,1))$. Hence, by Theorem 2.3.4 applied to $M^{\prime}$, the surface $S \times\{1\}$ is compressible in $M^{\prime}$, so $S$ is compressible in $M$, which is a contradiction.

ExErcise 2.3.6. Let $K$ denote the Klein bottle, and let $K \widetilde{\times} I$ be an orientable $I$-bundle over $K$. Then $\partial K \widetilde{\times} I$ is a 2-torus $T$. Show that we can attach $S^{1} \times D^{2}$ to $K \widetilde{\times} I$ along $T$ such that in the resulting 3-manifold $M$, the Klein bottle $K$ is incompressible but not $\pi_{1}$-injective.

### 2.4. Haken manifolds

In this section, we review some results on a class of particularly nice 3-manifolds called Haken manifolds that includes knot exteriors. They were used by Haken in his unknot detection algorithm.

Definition 2.4.1. A 3-manifold $M$ is irreducible if every embedded 2-sphere in $M$ bounds a 3-ball. We say that $M$ is boundary-irreducible if each component of $\partial M$ is incompressible in $M$.

An oriented 3-manifold $M$ is Haken or sufficiently large if it is irreducible, and contains a properly embedded, orientable, incompressible surface.

We will need a result that is known as the "half lives, half dies lemma."
Lemma 2.4.2. Let $M$ be a compact, oriented 3-manifold. Then

$$
r k\left(\operatorname{ker}\left(H_{1}(\partial M) \rightarrow H_{1}(M)\right)\right)=\frac{r k\left(H_{1}(\partial M)\right)}{2}
$$

Proof. From the homological and cohomological long exact sequences of the pair $(M, \partial M)$ with real coefficients, we obtain the commutative diagram

where the vertical arrows are Poincaré duality isomorphisms. Hence

$$
\begin{align*}
\operatorname{dim} \operatorname{coker}\left(i^{*}\right)=\operatorname{dim} \operatorname{coker}\left(\partial_{*}\right) & =\operatorname{dim} H_{1}(\partial M ; \mathbb{R})-\operatorname{dim} \operatorname{Im}\left(\partial_{*}\right) \\
& =\operatorname{dim} H_{1}(\partial M ; \mathbb{R})-\operatorname{dim} \operatorname{ker}\left(i_{*}\right) \tag{2.4.1}
\end{align*}
$$

Since we are working over the filed $\mathbb{R}$, we have $i^{*}=\operatorname{Hom}\left(i_{*}, \mathbb{R}\right)$, and hence

$$
\operatorname{dim} \operatorname{ker}\left(i_{*}\right)=\operatorname{dim} \operatorname{coker}\left(i^{*}\right)
$$

Together with equation (2.4.1), we obtain that $2 \operatorname{dim} \operatorname{ker}\left(i_{*}\right)=\operatorname{dim} H_{1}(\partial M ; \mathbb{R})$, as claimed.

Proposition 2.4.3. Let $M$ be a compact, oriented, irreducible 3-manifold with boundary with $b_{1}(M)>0$. Then $M$ is Haken.

Proof. Since $b_{1}(M)>0$, we have

$$
H^{1}(M)=\operatorname{Hom}\left(H_{1}(M), \mathbb{Z}\right) \neq 0
$$

If $a \in H^{1}(M) \backslash\{0\}$, then there is a map $f: M \rightarrow S^{1}$ such that $f^{*}(1)=a$, where 1 is the generator of $H^{1}\left(S^{1}\right)$ dual to the fundamental class of $S^{1}$, using the identification between $H^{1}\left(S^{1}\right)$ and the set of homotopy classes $\left[M, S^{1}\right]$. Let $x$ be a regular value
of $f$. Then $S:=f^{-1}(x)$ is Poincaré dual to $a$. It is orientable since we can pull back $\partial / \partial \theta \in T_{1} S^{1}$ to give a trivialisation of the normal bundle of $S$, and $M$ is orientable. After compressing $S$, we obtain a properly embedded, orientable, incompressible surface $S^{\prime}$ homologous to $S$. Since $M$ is irreducible, every $S^{2}$ component of $S^{\prime}$ bounds a ball. So we can remove these and all boundary-parallel $D^{2}$ components to obtain a surface $S^{\prime \prime}$ without changing the homology class. As $\left[S^{\prime \prime}\right] \neq 0$, we have $S^{\prime \prime} \neq \emptyset$. So $S^{\prime \prime}$ is incompressible, and hence $M$ is Haken.

A Haken manifold $M$ admits a Haken hierarchy, where we successively cut it along incompressible surfaces until we obtain 3-balls. This makes them amenable to inductive proofs. Let $S$ be a properly embedded, orientable, incompressible surface in $M$. Then we cut $M$ along $S$; i.e., consider $M_{1}:=M \backslash N(S)$. If a component $M_{1}^{\prime}$ of $M_{1}$ has a boundary component that is not a sphere, it has $b_{1}\left(M_{1}^{\prime}\right)>0$ by the half lives, half dies lemma (Lemma 2.4.2), and is hence also Haken by Proposition 2.4.3. So we can cut $M_{1}$ along an incompressible surface. We can continue this procedure until all boundary components are spheres. As $M$ was irreducible, each such sphere bounds a ball in $M$, and so all the resulting components are balls. The fact that this procedure terminates in finitely many steps relies on Theorem 2.5.8 below; see Hempel [24, Theorem 13.3].

According to the following result of Waldhausen [72], Haken manifolds are determined by their fundamental groups:

THEOREM 2.4.4. Let $M$ and $N$ be compact, orientable 3-manifolds that are irreducible and boundary-irreducible. Suppose $M$ is Haken. Let $\psi: \pi_{1}(N) \rightarrow \pi_{1}(M)$ be an isomorphism that "respects the peripheral structure;" i.e., for each component $F$ of $\partial N$ there exists a component $G$ of $\partial M$ such that $\psi\left(i_{*}\left(\pi_{1}(F)\right)\right) \subset A$ and $A$ is conjugate in $\pi_{1}(M)$ to $i_{*}\left(\pi_{1}(G)\right)$, where the $i_{*}$ denote inclusion homomorphisms. Then there exists a homeomorphism $f: N \rightarrow M$ which induces $\psi$.

The following deep result is due to Agol [1], building on work of Kahn and Markovic [29][30], which was known as the virtually Haken conjecture:

THEOREM 2.4.5. Every compact, orientable, irreducible 3-manifold with infinite fundamental group is virtually Haken; i.e., has a finite cover that is Haken.

### 2.5. Normal surfaces and prime decomposition

This section is based on unpublished notes of Casson [5].
Definition 2.5.1. We say that the closed 3 -manifold $M$ is prime if, whenever $M=A \# B$, we have $A \approx M$ and $B \approx S^{3}$, or $A \approx S^{3}$ and $B \approx M$.

Every irreducible 3-manifold is clearly prime. Conversely, we have the following:
Exercise 2.5.2. Show that if a closed 3-manifold is prime, then it is either irreducible, or $S^{1} \times S^{2}$, or the non-orientable $S^{2}$-bundle over $S^{1}$.

Normal surfaces were introduced by Kneser [35] in order to prove that every closed 3-manifold can be written as a connected sum of prime 3-manifolds, and further developed by Haken [18] into what is now known as normal surface theory. It is a fundamental tool for many 3-manifold algorithms, including the following result due to Haken [19], Waldhausen [72], Jaco-Shalen [26], Johannson [27], and Hemion [23]:


Figure 7. A normal surface intersects each tetrahedron in triangles (left) or quads (right).

TheOrem 2.5.3. There is an algorithm to decide whether two Haken 3-manifolds are homeomorphic.

Proof. A knot exterior is a Haken 3-manifold, so we can use Theorem 2.5.3 to decide whether it is homeomorphic to $S^{1} \times D^{2}$, the complement of the unknot.

While most of this book focuses on differential topological methods, normal surface theory is specific to the PL category of triangulated 3-manifolds. In dimension 3, every topological 3-manifold has a unique smooth structure and a unique PL structure, so the two approaches are in some sense equivalent.

Let $M$ be a 3-manifold with triangulation $T$. We write $T^{i}$ for the $i$-skeleton of $T$. Let $F$ be a closed surface in $M$; not necessarily connected. We can make $F$ transverse to $T^{i}$ for every $i$.

Definition 2.5.4. We say that the surface $F$ in the 3 -manifold $M$ with triangulation $T$ is normal if, for every 3 -simplex $\tau$ of $T$, each component of $F \cap \tau$ is either
(1) a triangle with vertices on three edges meeting at a vertex of $\tau$, one vertex on each edge, as on the left of Figure 7, or
(2) a quadrilateral (quad) with vertices on four edges that are adjacent to an edge of $\tau$, one on each edge, as on the right of Figure 7 .

There are four types of triangles, corresponding to the four vertices of $\tau$, and three types of quads, corresponding to disjoint pairs of edges of $\tau$. For each $\tau$, there might be several components of $F \cap \tau$ of each triangle type, but at most one type of quad as otherwise $F$ would have double points.

Definition 2.5.5. Let $S \subset M$ be a union of 2 -spheres. We say that these spheres are independent if no component of $M \backslash S$ is homeomorphic to $S^{3} \backslash P$ for $P \subset S^{3}$ finite.

Lemma 2.5.6. Let $S$ be a subsurface of the 3-manifold $M$ with triangulation $T$.
(1) If $S$ is incompressible and $M$ is irreducible, then $S$ is isotopic to a normal surface.
(2) If $S$ is a collection of $k$ independent 2-spheres, then $M$ also contains an independent set of $k$ 2-spheres that is normal with respect to $T$.
Proof. We first prove statement (1). We perturb $S$ such that it becomes transvere to all simplices of $T$. We then define the weight of $S$ to be $w(S):=\left|S \cap T^{1}\right|$. Suppose that $S$ minimises $w(S)$ in its isotopy class. Then we claim that, for each 3 -simplex $\Delta$ of $T$, every component $C$ of $S \cap \partial \Delta$ is a simple closed curve that either
(i) lies in a 2-simplex of $T$,


Figure 8. A component $C$ of $S \cap \partial \Delta$ that is not of the required form admits one of these configurations.
(ii) intersects three edges of $T$ exactly once that meet at a vertex of $\Delta$ (see the left of Figure 7), or
(iii) intersects four edges of $T$ exactly once that are adjacent to an edge of $\Delta$ (see the right of Figure 7).

If $C$ is not of this form, then there is a sub-arc $b$ of an edge of $\Delta$ and a sub-arc $a^{\prime}$ of $C$ such that $\left|\operatorname{Int}\left(a^{\prime}\right) \cap T^{1}\right| \in\{0,3\}$; see Figure 8. The curve $a^{\prime} \cup b$ bounds a bigon $D^{\prime}$ in $\partial \Delta$ that is either disjoint from the 1-skeleton, or contains a single vertex of $\Delta$.

In either case, let $a$ be an arc in $S \cap \Delta$ such that $a \cap \partial \Delta=\partial a^{\prime}$, and such that $a$ and $a^{\prime}$ are parallel. Then there is a disk $D$ in $\Delta$ parallel to $D^{\prime}$ such that $\partial D \cap S=a$ and $\partial D \cap \partial \Delta=b$. (Note that the interior of $D$ might intersect $S$.) Then a Whitney move (see Section 1.8) supported in $N(D)$ eliminates the intersection points $\partial b$ from $S \cap T^{1}$, contradicting the minimality of $w(S)$.

Let $m(S)$ be the sum of $|S \cap \delta|$ over 2-simplices $\delta$ of $T$, and isotope $S$ such that $m(S)$ is minimal. Suppose that $C$ is an innermost component of $S \cap \partial \Delta$ for a 3 -simplex $\Delta$ that lies in a 2 -simplex of $\Delta$; i.e., $C$ is of type (i). Then $C$ bounds a disk $D$ in the complement of $S$. Since $S$ is incompressible, this means that $C$ also bounds a disk $D^{\prime}$ in $S$. Then $D \cup D^{\prime}$ is a 2 -sphere that bounds a 3 -ball $B$ in $M$, since $M$ is irreducible. Hence, we can eliminate $C$ from the intersection of $S$ with 2 -simplices of $T$ by isotoping $S$ across $B$, decreasing $m(S)$. Hence we can assume that no component of $S \cap \partial \Delta$ is of the form (i).

Now suppose that there is a 3 -simplex $\Delta$ of $T$ such that a component $F$ of $S \cap \Delta$ is not a disk. Let $C$ be a component of $\partial F$; this bounds a disk $D^{\prime}$ in $\partial \Delta$. We choose $F, C$, and $D^{\prime}$ such that $D^{\prime}$ does not contain in its interior the boundary of a non-disk component of $S \cap \Delta$. Then there is a disk $D \subset \Delta$ with $D \cap S=\partial D=C$. Since $S$ is incompressible, we can again eliminate $C$ by an isotopy of $S$, decreasing $m(S)$. Hence $S$ is a normal suface when $m(S)$ is minimal. This concludes the proof of statement (1).

The proof of statement (2) proceeds similarly, with the exception of the last two paragraphs. Suppose that $C$ is an innermost component of $S \cap \partial \Delta$ of type (i). Let the components of $S$ be $S_{1}, \ldots, S_{k}$, and suppose that $C$ lies in $S_{1}$. If we compress $S_{1}$ along $D$, we obtain the 2 -spheres $S_{1}^{\prime}$ and $S_{1}^{\prime \prime}$. Then at least one of $S^{\prime}=S_{1}^{\prime} \cup S_{2} \cup \cdots \cup S_{k}$ and $S^{\prime \prime}=S_{1}^{\prime \prime} \cup S_{2} \cup \cdots \cup S_{k}$ is independent. Indeed, suppose there were components $B^{\prime}$ and $B^{\prime \prime}$ of $M \backslash S^{\prime}$ and $M \backslash S^{\prime \prime}$, respectively, that were punctured spheres. Since $S_{1}, \ldots, S_{k}$ are independent, we must have $S_{1}^{\prime} \subset \partial B^{\prime}$ and $S_{1}^{\prime \prime} \subset \partial B^{\prime \prime}$. If $S_{1} \subset B^{\prime}$ or $S_{1} \subset B^{\prime \prime}$, then $S$ would not be independent by the Schönflies theorem (Theorem 2.1.1). Otherwise, $B^{\prime} \cap B^{\prime \prime}=D$, so $B^{\prime} \cup B^{\prime \prime}$ would be a punctured sphere component of $M \backslash S$, which is again impossible. Note that $m\left(S^{\prime}\right)<m(S)$ and $m\left(S^{\prime \prime}\right)<m(S)$. Hence, when $m(S)$ is minimal, there is no
component $C$ of $S \cap \partial \Delta$ that lies in a 2 -simplex. Similarly, we can arrange that $S \cap \Delta$ has only disk components for every 3 -simplex $\Delta$ of $T$.

Definition 2.5.7. Let $S$ and $S^{\prime}$ be disjoint embedded surfaces in the 3-manifold $M$. Then we say that $S$ and $S^{\prime}$ are parallel if $M \backslash\left(S \cup S^{\prime}\right)$ has a component $C$ with $\partial C=S \cup S^{\prime}$ and $\bar{C} \approx S \times I$ (in particular, $S \approx S^{\prime}$ ).

Theorem 2.5.8. For any compact, irreducible 3-manifold $M$, there exists a constant $h(M) \in \mathbb{N}$, such that, for any incompressible surface $S$ in $M$ with $|S| \geq$ $h(M)$, there are two components of $S$ that are parallel.

Proof. Let $T$ be a triangulation of $M$ with $t$ tetrahedra. Then we let

$$
h(M):=6 t+2 b_{2}(M)
$$

where $b_{2}(M)=\operatorname{dim} H_{2}\left(M ; \mathbb{Z}_{2}\right)$. By statement (1) of Lemma 2.5.6, we can isotope $S$ such that it becomes normal with respect to $T$.

If $\Delta$ is a 3 -simplex of $T$, a component of $\partial \Delta \backslash S$ is called good if it is an annulus, and is bad otherwise. At most six components of $\partial \Delta \backslash S$ are bad. (The worst-case scenario is when we have all four types of triangles and one type of quad in $\Delta$, in which case the four components containing the vertices and two components between triangles and quads are bad.) A component $X$ of $M \backslash S$ is good if every component of $X \cap \partial \Delta$ is good for every 3-simplex $\Delta$ of $T$, and is bad otherwise. At most $6 t$ components of $M \backslash S$ are bad. If $|S| \geq 6 t+2 b_{2}(M)$, then $|M \backslash S| \geq 6 t+1+b_{2}(M)$, so there are at least $1+b_{2}(M)$ good components.

A good component $X$ is obtained by gluing regions homeomorphic to triangle times $I$ and square times $I$ along their edges times $I$. So $X$ is an $I$-bundle over a surface. Every non-trivial $I$-bundle contributes one $\mathbb{Z}_{2}$ direct summand to $H_{2}\left(M ; \mathbb{Z}_{2}\right)$, so there is at least one trivial $I$-bundle $X$. The boundary components of $X$ are parallel components of $S$.

This finiteness result allows one to enumerate all normal surfaces by writing down so called matching equations. The following result and corollary are due to Kneser [35]:

ThEOREM 2.5.9. Let $M$ be a triangulated 3-manifold with $t$ 3-simplices. If $M$ contains an independent set of $k$ 2-spheres, then $k \leq 6 t+2 b_{2}(M)$.

Proof. The proof is analogous to the proof of Theorem 2.5.8, except now we invoke statement (2) of Lemma 2.5.6.

Corollary 2.5.10. Every closed 3-manifold can be expressed as a connected sum of finitely many prime 3-manifolds.

Uniqueness was shown 30 years later by Milnor [42].
Theorem 2.5.11. Let $M$ be a closed oriented 3-manifold. If $M \approx M_{1} \# \ldots \# M_{k}$ and $M \approx N_{1} \# \ldots \# N_{l}$ with $M_{i}, N_{j}$ prime and not $S^{3}$, then $k=l$, and after reindexing, $M_{i}$ and $N_{i}$ are orientation-preserving homeomorphic.

Proof (Non-examinable). First, suppose that every two-sphere in $M$ is separating. Then every $M_{i}$ and $N_{j}$ is irreducible. Let $S$ be the union of the connected sum spheres in $M_{1} \# \ldots \# M_{k}$. If $\Sigma$ is a two-sphere separating $N_{1}$ and $N_{2} \# \ldots \# N_{l}$, then we can isotope it such that it is transverse to $S$. Furthermore, we choose $S$


Figure 9. Illustrations for the proof of uniqueness of prime decompositions of three-manifolds.
to minimise $|S \cap \Sigma|$. We write $M_{1}^{*}, \ldots, M_{k}^{*}$ for the closures of the components of $M \backslash S$, where $M_{i}^{*}$ is a punctured $M_{i}$. We define $N_{1}^{*}, \ldots, N_{l}^{*}$ analogously.

If $S \cap \Sigma \neq \emptyset$, then let $C$ be a component of $S \cap \Sigma$ innermost in $\Sigma$, bounding a disk $D \subset \Sigma$ with $D \cap S=C=\partial D$; see the top of Figure 9 . Suppose $D \subset M_{i}^{*}$. Since $M_{i}$ is irreducible, one of the components of $M_{i}^{*} \backslash D$ has closure a punctured ball $P$. Suppose that $C$ lies in a component $S_{j}$ of $\partial M_{i}^{*}$, and let $D^{\prime}=\overline{S_{j} \backslash P}$. Replace $S_{j}$ by $D \cup D^{\prime}$, pushed slightly to eliminate the intersection component $C$. This contradicts the choice of $S$ to minimise the number of components of $S \cap \Sigma$.

So $S \cap \Sigma=\emptyset$. Suppose that $S \cap N_{1}^{*} \neq \emptyset$. Since $N_{1}$ is irreducible, some component of $S$ is parallel to $\Sigma$ and $M_{i}^{*} \subset N_{1}^{*}$ with $N_{1}^{*} \backslash M_{i}^{*} \approx S^{2} \times I$ for some $i \in\{1, \ldots, k\}$. If $S \cap N_{1}^{*}=\emptyset$, then $N_{1}^{*} \subset M_{i}^{*}$ for some $i$. Since $M_{i}$ is irreducible, $\overline{M_{i}^{*} \backslash N_{1}^{*}}$ is a punctured ball. In either case, $M_{i} \approx N_{1}$ and

$$
M_{1} \# \ldots \# M_{i-1} \# M_{i+1} \# \ldots \# M_{k} \approx N_{2} \# \ldots \# N_{l}
$$

Hence, the result follows by induction.
Now suppose that $F$ is a maximal collection of two-spheres in $M$ such that $M \backslash F$ is connected, and let $r=|F|$. Furthermore, let $S$ be as above. If $F \cap S \neq \emptyset$, then we choose a component $C$ of $F \cap S$ innermost in $S$, and compress $F$ along the disk that $C$ bounds in $S$. This gives rise to collections of spheres $F^{\prime}$ and $F^{\prime \prime}$, one of which - say $F^{\prime}$ - does not separate; see the middle of Figure 9. Then we can isotope $F^{\prime}$ to eliminate $C$. Repeating this procedure, we obtain a sequence of nonseparating collections of spheres $F=F^{0}, F^{1}, \ldots, F^{n}$ such that $F^{n} \cap S=\emptyset$. If $F_{j}^{n} \subset M_{i}^{*}$ for a component $F_{j}^{n}$ of $F^{n}$, then $M_{i} \approx S^{1} \times S^{2}$ by Exercise 2.5.2, since $M_{i}$ is prime but not irreducible as it contains the nonseparating sphere $F_{j}^{n}$. Hence, after reindexing, $M_{1} \approx \cdots \approx M_{r} \approx S^{1} \times S^{2}$. Furthermore, $M \backslash N\left(F^{n}\right)$ is a $2 r$-punctured $M_{r+1} \# \ldots \# M_{k}$. The same applies to the factorisation $N_{1} \# \ldots \# N_{l}$.

We claim that $\overline{M \backslash N(F)} \approx \overline{M \backslash N\left(F^{n}\right)}$. It suffices to show that, if $D$ is a disk in $M$ with $D \cap F=\partial D$ such that $\partial D$ bounds a disk $D^{\prime} \subset F$ and $F^{\prime}:=$ $\left(\overline{F \backslash D^{\prime}}\right) \cup D$ does not separate $M$, then $\overline{M \backslash N(F)} \approx \overline{M \backslash N\left(F^{\prime}\right)}$; see the bottom of Figure 9. Indeed, since $F$ was maximal, $D \times I$ separates $\overline{M \backslash N(F)}$ into two components, whose closures we denote by $A$ and $B$. Then $\overline{M \backslash N(F)} \approx A \cup_{D} B$ and $\overline{M \backslash N\left(F^{\prime}\right)} \approx A \cup_{D^{\prime}} B$. These are homeomorphic since both are obtained from $A \sqcup B$ by gluing disks in their boundaries.

We conclude that a $2 r$-punctured $M_{r+1} \# \ldots \# M_{k}$ is homeomorphic to a $2 r$ punctured $N_{r+1} \# \ldots \# N_{l}$, as they are both homeomorphic to $M \backslash N(F)$. Hence,

$$
M_{r+1} \# \ldots \# M_{k} \approx N_{r+1} \# \ldots \# N_{l}
$$

and it does not contain a separating two-sphere, so the result now follows from the first part of the proof.

## CHAPTER 3

## Knots and links

Knots and links play a fundamental role in low-dimensional topology. Their exteriors provide an important class of 3-manifolds. One can obtain all 3-manifolds using surgery on links in $S^{3}$. Furthermore, all 4-manifolds can be obtained from traces of surgeries on links in connected sums of copies of $S^{1} \times S^{2}$ (after adding 3 -handles and a 4-handle in a unique way); see Section 4.1 on Kirby calculus for more information. Invariants of 3 - and 4-manifolds are often easier to understand for links, and some of them are in fact defined as extensions of link invariants.

### 3.1. Knots and links

Definition 3.1.1. A $k$-component link in a 3 -manifold $Y$ is a smooth embedding

$$
L: \bigcup_{i=1}^{k} S^{1} \times\{i\} \hookrightarrow Y
$$

The links $L_{0}$ and $L_{1}$ are equivalent if they are ambient isotopic; i.e., there is an isotopy $\Phi: Y \times I \rightarrow Y$ such that $\Phi_{0}=\mathrm{Id}_{Y}$ and $\Phi_{1} \circ L_{0}=L_{1}$. A knot is a 1-component link.

One could also define piecewise linear (PL) knots and links, whose study is amenable to combinatorial techniques. However, we will take the differential topological point of view. The two are equivalent for links.

The image $\operatorname{Im}(L)$ is a smooth 1-dimensional submanifold of $M$ that is oriented such that the map $L$ is orientation-preserving. Given an orientation of $\operatorname{Im}(L)$, the parametrisation $L$ is uniquely determined up to isotopy as $\mathrm{Diff}^{+}\left(S^{1}\right)$ is connected. Hence, we will often think of a link as an oriented smooth 1-dimensional submanifold of $M$. We will denote by $\bar{L}$ the link $L$ with its orientation reversed, called the reverse of $L$.

Since $\pi_{0}\left(\operatorname{Diff}_{+}\left(S^{3}\right)\right)=0$ by Cerf [7], any orientation-preserving automorphism of $S^{3}$ is isotopic to the identity. So two links in $S^{3}$ are ambient isotopic if and only if they are orientation preserving diffeomorphic. We denote by $-L$ the mirror of the link $L$, obtained by reflecting $L$ in a plane.

We can represent a link in $\mathbb{R}^{3}$ by looking at its projection onto $\mathbb{R}^{2}$. If this projection is an immersion with only transverse double point singularities, and at each double point we record which strand is higher with respect to the coordinate $z$, we obtain a link diagram. This allows one to reconstruct the link up to equivalence.

Definition 3.1.2. A link diagram is an immersed, oriented 1-manifold in $\mathbb{R}^{2}$ or $S^{2}$ that has only transverse double point singularities, and at each double point, a designation of one of the two strands as the over-strand.

Every link has a diagram:


Figure 10. The three Reidemeister moves.
Proposition 3.1.3. Let $L$ be a link in $\mathbb{R}^{3}$. Then there is an isotopy $\left\{\psi_{t}: t \in\right.$ $I\}$ of $\mathbb{R}^{3}$ such that $\psi_{0}=I d_{\mathbb{R}^{3}}$ and orthogonal projection of $\psi_{1}(L)$ onto $\mathbb{R}^{2}$ is an immersion with only transverse double point singularities.

The proof is similar to the proof of Theorem 1.4.8, which we hence omit.

### 3.2. Reidemeister moves

Given two link diagrams, they represent equivalent links if and only if they can be connected by a sequence of Reidemeister moves and planar isotopies. We describe these next. For an illustration, see Figure 10.

We say that two diagrams are related by a planar isotopy if there is an isotopy of $\mathbb{R}^{2}$ taking one diagram to the other.

Let $\mathcal{D}$ be a diagram of the link $L$. We can perform the first Reidemeister move $R 1$ if there is a component $C$ of $\mathbb{R}^{2} \backslash \mathcal{D}$ that contains a single crossing in its boundary. The resulting diagram is obtained by smoothing $\overline{\mathcal{D} \backslash \partial C}$, and has one fewer crossings than $\mathcal{D}$. We will also refer to the reverse of this move as an R1 move.

Now suppose that $\mathbb{R}^{2} \backslash \mathcal{D}$ contains a component $C$ that has two crossings along its boundary, and such that $\bar{C} \approx D^{2}$. We further assume that, as we traverse one of the two strands along $\partial R$, both crossings are either overcrossings, or they are both undercrossings. Then the second Reidemeister move R2 applied to the component $C$ removes a neighbourhood of $C$ from $\mathcal{D}$, and reconnects the resulting two pairs of endpoints in $N(C)$ without intersection points, as in the middle of Figure 10. Again, we also call the reverse of this move an R2 move.

Finally, suppose that $\mathbb{R}^{2} \backslash \mathcal{D}$ has a component $C$ with $\bar{C} \approx D^{2}$ whose boundary contains three crossings, and one of the three strands along $\partial C$ - call it $s$ - has two undercrossings; see the right-hand side of Figure 10. Let $c$ be the crossing along $\partial C$ opposite $s$, and let $C^{\prime}$ be the component of $\mathbb{R}^{2} \backslash \mathcal{D}$ that meets $C$ at $c$. Then we can remove a small extension of $s$ from $\mathcal{D}$, and reconnect its endpoints across $C^{\prime}$. This is called the third Reidemeister move R3.

The following result is due to Reidemeister [58]:
Theorem 3.2.1. Let $\mathcal{D}_{0}$ and $\mathcal{D}_{1}$ be link diagrams. Then they represent equivalent links if and only if they can be connected by a sequence of planar isotopies and Reidemeister moves R1-R3.

Sketch of proof. We denote by $\pi: \mathbb{R}^{3} \rightarrow \mathbb{R}^{2}$ the projection. Let $L_{i}$ be a link with diagram $\mathcal{D}_{i}$ for $i \in\{0,1\}$. Suppose there is an isotopy $\phi_{t}$ for $t \in I$ of $\mathbb{R}^{3}$ such that $\phi_{0}=\operatorname{Id}_{S^{3}}$ and $\phi_{1}\left(L_{0}\right)=L_{1}$. We write $L_{t}:=\phi_{t}(L)$. If the isotopy $\phi_{t}$ is generic, then $\pi\left(L_{t}\right)$ is an immersion with only transverse double points for every $t \in I$ outside a finite set $S \subset(0,1)$. Furthermore, for $s \in S$, the projection $\pi\left(L_{s}\right)$ has exactly one of the following singularities:
(1) a cusp, corresponding to a point $p \in L_{t}$ where $T_{p} L_{t}$ is parallel to $\partial / \partial z$,
(2) a self-tangency modelled on the graphs of $x^{2}$ and $-x^{2}$,
(3) a triple point where any two branches of the curve are transverse.

We write $\mathcal{D}_{t}$ for the diagram of $L_{t}$ for $t \in I \backslash S$. If $t$ and $t^{\prime}$ lie in the same component of $I \backslash S$, then the diagrams $\mathcal{D}_{t}$ and $\mathcal{D}_{t^{\prime}}$ are related by a planar isotopy. Furthermore, for $s \in S$ and $\varepsilon$ sufficiently small, $\mathcal{D}_{s-\varepsilon}$ and $\mathcal{D}_{s+\varepsilon}$ are related by a Reidemeister move R1 in case (1), move R2 in case (2), and move R3 in case (3).

Conversely, every planar isotopy and Reidemeister move can be lifted to an isotopy of the knot. Furthermore, if two knots have the same diagram, they are isotopic via linearly interpolating between the $z$-coordinate functions.

A corollary of the above theorem is that any quantity that is defined for link diagrams and is invariant under Reidemeister moves gives rise to a link invariant. The Jones polynomial, which we will encounter later, is a particularly interesting example of this construction.

Definition 3.2.2. Let $\mathcal{D}$ be a link diagram. We say that a crossing of $\mathcal{D}$ is positive if, as we traverse the over-strand following the orientation, the under-strand crosses from right to left, and is negative otherwise.

The writhe $w(\mathcal{D})$ of the diagram $\mathcal{D}$ is the number of positive crossings minus the number of negative crossings.

The winding number of the knot diagram $\mathcal{D}$ is the number of rotations the unit tangent vector of $\mathcal{D}$ makes as we traverse the knot.

Writhe and winding number are not knot invariants, but are only changed by move R1. Trace [70] showed that two diagrams of the same knot are related only using moves R2 and R3 if and only if they have the same writhe and winding number.

The writhe is closely related to the notion of linking. By Alexander duality, $H_{1}\left(S^{3} \backslash K\right) \cong \mathbb{Z}$ for any knot $K$. Given disjoint knots $K$ and $K^{\prime}$, their linking number $\operatorname{lk}\left(K, K^{\prime}\right)$ is the integer corresponding to $\left[K^{\prime}\right] \in H_{1}\left(S^{3} \backslash K\right)$. Given a diagram for the link $K \cup K^{\prime}$, this can be computed by taking the number of positive crossings minus the number of negative crossings between $K$ and $K^{\prime}$, divided by two.

Definition 3.2.3. The crossing number $c(\mathcal{D})$ of a diagram $\mathcal{D}$ of the link $L$ is the number of its crossings. We define the crossing number $c(L)$ of the link $L$ to be the minimum of $c(\mathcal{D})$ over all diagrams of $L$.

Knots and links are usually tabulated according to their crossing number. For example, the Rolfsen table of knots [61] tabulates all knots up to ten crossings. The unknot is represented by the standard circle $S^{1}$ in $S^{3}$, and is the only knot with crossing number zero. There is no knot of crossing number two. Up to mirroring, there is just one knot of crossing number three: the trefoil (see Figure 12), and one crossing number four knot: the figure eight. Even though the crossing number is easy to define, it is unknown whether it is additive under connected sums.

### 3.3. Seifert surfaces

Surfaces bounding knots in the 3 -sphere play an important role in defining various knot invariants.

Definition 3.3.1. Let $L$ be a link in the 3-manifold $Y$. A Seifert surface for $L$ is a compact, oriented surface $S$ embedded in $Y$ without closed components such that $\partial S=L$.

Proposition 3.3.2. Every link in $S^{3}$ admits a Seifert surface.
Proof. Let $\mathcal{D}$ be a diagram of $L$. We resolve each crossing according to the orientation of $\mathcal{D}$, obtaining an embedded, oriented 1-manifold $C$ in $\mathbb{R}^{2}$ whose components are called Seifert circles. We choose a collection $S_{0}$ of disjoint disks in $\mathbb{R}^{3}$ with boundary $C$. For each crossing in $\mathcal{D}$, we add a half-twisted band to $S_{0}$, obtaining the desired Seifert surface $S$.

We say that the diagram $\mathcal{D}$ is simple if it has no nested Seifert circles. The above proof only works for links in $S^{3}$. More generally, we have the following result:

Proposition 3.3.3. Let $L$ be a closed 0-homologous oriented ( $n-2$ )-manifold in the n-manifold $Y$, and $a \in H_{n-1}(Y, L)$ a homology class such that $\partial a=[L] \in$ $H_{n-2}(L)$, where $\partial: H_{n-1}(Y, L) \rightarrow H_{n-2}(L)$ is the boundary map in the long exact sequence of the pair $(Y, L)$. Then there is a compact, connected, oriented ( $n-1$ )manifold embedded in $Y$ with boundary $L$ representing $a$.

Proof. Let $E:=Y \backslash N(L)$ be the exterior of $L$. Since $L$ is 0 -homologous in $Y$, there is a trivialisation $\partial E \approx L \times S^{1}$ such that $L \times\{1\}$ is 0 -homologous in $E$. Furthermore, there is a cohomology class $\alpha \in H^{1}(E)$ dual to $a \in H_{n-1}(E, \partial E) \cong$ $H_{n-1}(Y, L)$ such that $\alpha(\mu)=1$ for any meridian $\mu$ of $L$. Since the EilenbergMacLane space $K(\mathbb{Z}, 1) \cong S^{1}$, the map $i:\left[E, S^{1}\right] \rightarrow H^{1}(E)$ given by $i(f):=f^{*}(1)$ for $[f] \in\left[E, S^{1}\right]$ and $1 \in H^{1}\left(S^{1}\right)$ is an isomorphism. Let $f_{\alpha}: E \rightarrow S^{1}$ be a map such that $i\left(f_{\alpha}\right)=\alpha$ and $\left.f_{\alpha}\right|_{\partial E}: L \times S^{1} \rightarrow S^{1}$ is projection onto the second factor. We can perturb $f_{\alpha}$ such that it is smooth, and such that $1 \in S^{1}$ is a regular value. After taking the connected sum of the components of $f^{-1}(\{1\})$, it extends in $N(L)$ to a compact, connected, oriented manifold with boundary $L$ representing $a$.

Seifert surfaces are not unique. For example, if $S$ is a Seifert surface of a link $L$ in the 3-manifold $Y$, then one can always choose a 3-disk $D \subset Y$ such that $D \cap S \approx D^{2} \sqcup D^{2}$, and replace $D \cap S$ with an unknotted annulus. This operation is called a stabilisation, and its reverse a destabilisation.

Proposition 3.3.4. Let $L$ be a 0 -homologous link in the 3-manifold $Y$ and $a \in$ $H_{2}(Y, L)$ a homology class. Then any two Seifert surfaces of $L$ representing the class a can be connected by a sequence of isotopies, stabilisations, and destabilisations.

Proof. Let $S_{0}$ and $S_{1}$ be Seifert surfaces of $L$ representing the class $a$, and write $E$ for the link exterior. Choose maps $f_{0}, f_{1}: E \rightarrow S^{1}$ such that 1 is a common regular value of both, $f_{0}^{-1}(\{1\})=S_{0}$ and $f_{1}^{-1}(\{1\})=S_{1}$, and which are projections onto the $S^{1}$-factor along $\partial N(L) \approx L \times S^{1}$.

Let $\left\{f_{t}: t \in I\right\}$ be a generic 1-parameter family of smooth functions connecting $f_{0}$ and $f_{1}$ relative to $\partial E$. Then $f_{t}$ is a circle-valued Morse function, except for finitely many values of $t$, when $f_{t}$ has a single birth-death critical point $p$, and generically $f(p) \neq 1$; see equation (1.6.1).

Hence, the preimage $f_{t}^{-1}(\{1\})$ only changes when there is a nondegenerate critical point $p$ of $f_{t}$ with $f_{t}(p)=1$. If 1 is a regular value of $f_{t}$, we write $S_{t}$ for the connected sum of the components of $f_{t}^{-1}(\{1\})$. When the value of an index 0 or 3 critical point passes through 1 , the preimage $f_{t}^{-1}(\{1\})$ changes by the birth or
death of a small 2-sphere that bounds a 3-ball, hence $S_{t-\varepsilon}$ and $S_{t+\varepsilon}$ are isotopic. When the value of an index 1 or 2 critical point passes through 1 , the level set $f_{t}^{-1}(\{1\})$ changes by adding or removing a tube. Hence, the surfaces $S_{t-\varepsilon}$ and $S_{t+\varepsilon}$ are related by an isotopy if the tube connects distinct components, and a stabilisation or destabilisation otherwise.

Remark 3.3.5. While a knot in $S^{3}$ has no unique Seifert surface, the normal framing given by a Seifert surface is well-defined, and is called the Seifert framing. This follows by applying the half lives half dies lemma to the knot exterior. The blackboard framing of a knot diagram is given by the normal in the plane of the diagram. The difference between the Seifert framing and the blackboard framing is the writhe of the diagram.

Definition 3.3.6. Let $K$ be a knot in $S^{3}$. Then its Seifert genus $g(K)$ is the minimum of $g(S)$, where $S$ is a Seifert surface of $K$ and $g(S)$ is the genus of $S$.

The Seifert genus detects the unknot, in the following sense:
Lemma 3.3.7. Let $K$ be a knot in $S^{3}$. Then $g(K)=0$ if and only if $K$ is the unknot $U$.

Proof. Clearly, $g(U)=0$. Conversely, suppose that $g(K)=0$. Then there is an embedding $e: D^{2} \hookrightarrow S^{3}$ such that $\left.e\right|_{S^{1}}=K$. Then $e_{t}:=\left.e\right|_{(1-t) \cdot S^{1}}$ for $t \in[0,1-\varepsilon]$ provides an isotopy of $K$ to the curve $e_{1-\varepsilon}$. If $\varepsilon$ is small enough, then we can linearly isotope $e_{1-\varepsilon}$ to the tangent plane $e_{*}\left(T_{0} D^{2}\right)$ and obtain the unknot.

The following celebrated result is due to Haken [18]:
Theorem 3.3.8. There is an algorithm to decide whether a knot in $S^{3}$ is trivial.
Proof. The only knot $K$ in $S^{3}$ with exterior $S^{1} \times D^{2}$ is the unknot, since $\{1\} \times \partial D^{2}$ has to be a longitude of $K$ for homological reasons. So $g(K)=0$ and $K=U$ by Lemma 3.3.7. A knot exterior is a Haken three-manifold, so we can use Theorem 2.5.3 to decide whether it is homeomorphic to $S^{1} \times D^{2}$.

Given knots $K_{1}$ and $K_{2}$, we can form their connected sum $K_{1} \# K_{2}$, as follows: Choose diagrams $D_{1}$ and $D_{2}$, respectively, such that $D_{1} \subset \mathbb{R}_{+}^{2}$ and $D_{2} \subset \mathbb{R}_{-}^{2}$. Let $r: I \times I \hookrightarrow \mathbb{R}^{2}$ be an embedding such that $r(I \times I) \cap D_{1}=r(\{0\} \times I)$ and $r(I \times I) \cap D_{2}=r(\{1\} \times I)$, and the orientation along $\partial r(I \times I)$ is coherent with the orientations of $D_{1}$ and $D_{2}$. Then $K_{1} \# K_{2}$ has diagram the symmetric difference $\left(D_{1} \cup D_{2}\right) \triangle(\partial r(I \times I))$.

Proposition 3.3.9. Let $K_{1}$ and $K_{2}$ be knots in $S^{3}$. Then

$$
g\left(K_{1} \# K_{2}\right)=g\left(K_{1}\right)+g\left(K_{2}\right)
$$

Proof. By considering the boundary connected sum of Seifert surfaces of $K_{1}$ and $K_{2}$, we obtain that $g\left(K_{1} \# K_{2}\right) \leq g\left(K_{1}\right)+g\left(K_{2}\right)$.

We now show that $g\left(K_{1} \# K_{2}\right) \geq g\left(K_{1}\right)+g\left(K_{2}\right)$. Let $S$ be a Seifert surface for $K_{1} \# K_{2}$. Make $S$ transverse to the connected sum sphere $C$. Then $C \cap S$ is a 1-manifold with a single arc component, and a collection of circle components. Choose an innermost circle component $\gamma$ of $C \cap S$, which bounds a disk $D \subset C$ such that $D \cap S=\gamma$. If we compress $S$ along $D$, we obtain a surface $S^{\prime}$ such that $\chi\left(S^{\prime}\right)=\chi(S)+2$. If $S^{\prime}$ has an $S^{2}$ component, we remove it and obtain a surface with Euler characteristic $\chi(S)$.

Repeating this process, we obtain a surface $S^{\prime \prime}$ with boundary $K$ such that $S^{\prime \prime} \cap C$ is a single arc and $\chi\left(S^{\prime \prime}\right) \geq \chi(S)$. Furthermore, $S^{\prime \prime}$ has no $S^{2}$ component. Hence, removing the closed components of $S^{\prime \prime}$, we obtain a Seifert surface $S^{\prime \prime \prime}$ of $K$ such that $\chi\left(S^{\prime \prime \prime}\right) \geq \chi(S)$, and so $g\left(S^{\prime \prime \prime}\right) \leq g(S)$. As $S^{\prime \prime \prime} \cap C$ consists of a single component, $S^{\prime \prime \prime}$ is a boundary connected sum of Seifert surfaces of $K_{1}$ and $K_{2}$. Hence $g(S) \geq g\left(S^{\prime \prime \prime}\right) \geq g\left(K_{1}\right)+g\left(K_{2}\right)$, as claimed.

Definition 3.3.10. We say that a knot $K \neq U$ is prime if $K=K_{1} \# K_{2}$ implies that $K_{1}=U$ or $K_{2}=U$.

Corollary 3.3.11. Every nontrivial knot can be written as a connected sum of prime knots.

Proof. We prove the claim by induction on $g(K)$. If $K$ is not prime, then it can be written as $K=K_{1} \# K_{2}$, where $K_{1} \neq U$ and $K_{2} \neq U$. Furthermore, $g\left(K_{1}\right)<g(K)$ and $g\left(K_{2}\right)<g(K)$ by Proposition 3.3.9 and Lemma 3.3.7. We can now write $K_{1}$ and $K_{2}$ as a connected sum of prime knots by the inductive hypothesis.

Schubert [62] proved the uniqueness of prime decompositions of knots:
Theorem 3.3.12. Any two prime decompositions of a knot are related by a permutation of the summands.

### 3.4. The Seifert form

We now introduce the Seifert form, which is the source of a number of powerful knot invariants.

Definition 3.4.1. Let $S$ be a Seifert surface of a knot $K$ in $S^{3}$. We define the Seifert form

$$
\langle,\rangle_{S}: H_{1}(S) \times H_{1}(S) \rightarrow \mathbb{Z}
$$

as follows. For $a, b \in H_{1}(S)$, choose 1-cycles $\alpha, \beta \subset S$ representing them. We write $\beta^{+}$for the 1-cycle in $S^{3} \backslash S$ obtained by pushing $\beta$ off $S$ along the positive normal of $S$. Then

$$
\langle a, b\rangle_{S}:=\operatorname{lk}\left(\alpha, \beta^{+}\right)
$$

If $a_{1}, \ldots, a_{2 g}$ is a basis of the free $\mathbb{Z}$-module $H_{1}(S)$, then the corresponding Seifert matrix $V$ has $(i, j)$-th entry $\left\langle a_{i}, a_{j}\right\rangle_{S}$ for $i, j \in\{1, \ldots, 2 g\}$.

The Seifert form is bilinear, but not necessarily symmetric. Given a Seifert matrix $V$ of $K$, we call $V+V^{T}$ the corresponding symmetrised Seifert matrix.

Definition 3.4.2. The Alexander polynomial of a knot $K$ in $S^{3}$ is defined as

$$
\Delta_{K}(t):=\operatorname{det}\left(V-t V^{T}\right)
$$

where $V$ is a Seifert matrix for $K$.
Proposition 3.4.3. The Alexander polynomial is well-defined up to multiplication by $t^{k}$ for $k \in \mathbb{Z}$.

Proof. We first show that $\operatorname{det}\left(V-t V^{T}\right)$ is independent of the choice of basis $a_{1}, \ldots, a_{2 g}$. Let $b_{1}, \ldots, b_{2 g}$ be another basis of $H_{1}(S)$. Then the Seifert matrix $V_{1}$
obtained from $b_{1}, \ldots, b_{2 g}$ is of the form $M^{T} V M$ for an invertible integral matrix $M$. Then $\operatorname{det}(M)= \pm 1$ as it is a unit in $\mathbb{Z}$. Hence

$$
\begin{aligned}
\operatorname{det}\left(V_{1}-t V_{1}^{T}\right)= & \operatorname{det}\left(M^{T} V M-t M^{T} V^{T} M\right)= \\
& \operatorname{det}\left(M^{T}\right) \operatorname{det}\left(V-t V^{T}\right) \operatorname{det}(M)= \\
& \operatorname{det}\left(V-t V^{T}\right)
\end{aligned}
$$

By Proposition 3.3.4, it suffices to prove that $\operatorname{det}\left(V-t V^{T}\right)$ is unchanged by a stabilisation of $S$. Suppose that $S^{\prime}$ is a stabilisation of $S$. If $V$ is the Seifert matrix of $S$, then

$$
V^{\prime}=\left(\begin{array}{lll}
V & * & 0 \\
* & * & 1 \\
0 & 0 & 0
\end{array}\right) \text { or }\left(\begin{array}{lll}
V & * & 0 \\
* & * & 0 \\
0 & 1 & 0
\end{array}\right)
$$

is a Seifert matrix of $S^{\prime}$, where we extend a basis of $H_{1}(S)$ by adding a longitude and a meridian of the stabilisation tube. After a change of basis, this becomes

$$
\left(\begin{array}{lll}
V & * & 0 \\
0 & 0 & 1 \\
0 & 0 & 0
\end{array}\right) \text { or }\left(\begin{array}{ccc}
V & 0 & 0 \\
* & 0 & 0 \\
0 & 1 & 0
\end{array}\right)
$$

Hence, we have $\operatorname{det}\left(V^{\prime}-t\left(V^{\prime}\right)^{T}\right)=t \operatorname{det}\left(V-t V^{T}\right)$, and the result follows.
The Alexander polynomial satisfies the symmetry relation $\Delta_{K}(t) \doteq \Delta_{K}\left(t^{-1}\right)$, where " $=$ " denotes equality up to multiplication by $t^{k}$ for some $k \in \mathbb{Z}$. The Conway normalization of the Alexander polynomial is the unique Laurent polynomial satisfying $\Delta_{K}(t)=\Delta_{K}\left(t^{-1}\right)$. It is immediate from the definition that

$$
\operatorname{deg} \Delta_{K}(t) \leq g(K)
$$

Since $V-V^{T}$ agrees with the matrix of the intersection form of $S$ in the basis $a_{1}, \ldots, a_{2 g}$, which is unimodular, we have

$$
\begin{equation*}
\Delta_{K}(1)=\operatorname{det}\left(V-V^{T}\right)= \pm 1 \tag{3.4.1}
\end{equation*}
$$

We now introduce the signature of a knot, which, as we shall see, gives lower bounds on the genera of orientable surfaces the knot bounds in the 4-ball.

Definition 3.4.4. The signature $\sigma(K)$ of the knot $K$ is defined as the signature of the symmetrised Seifert matrix $V+V^{T}$ (i.e., the number of positive eigenvalues minus the number of negative eigenvalues).

Proposition 3.4.5. The signature $\sigma(K)$ of a knot $K$ is well-defined.
Proof. For a given basis of $H_{1}(S)$, the symmetrised Seifert matrix is the matrix of the symmetric bilinear form

$$
\langle a, b\rangle:=\langle a, b\rangle_{S}+\langle b, a\rangle_{S}
$$

The signature is then the dimension of a maximal positive definite subspace of $H_{1}(S)$ minus the dimension of a maximal negative definite subspace of $H_{1}(S)$. This shows that the signature is independent of the choice of basis.

Invariance under stabilisation of the Seifert surface follows from the observation that $V+V^{T}$, up to change of basis, changes by taking the direct sum with the matrix

$$
\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right)
$$



Figure 11. The twist knot $6_{1}$ is the first non-trivial slice knot.
which has signature 0 .
It immediately follows from the definition that the signature is additive under connected sum. We have the following analogues of Seifert surfaces and the Seifert genus in dimension four:

Definition 3.4.6. Let $K$ be a knot in $S^{3}$. A slice surface for $K$ is a connected, compact, oriented surface $F$ embedded in $D^{4}$ such that $\partial F=K$. The 4-ball genus $g_{4}(K)$ of $K$ is the minimal genus of a slice surface for $K$.

Clearly, $g_{4}(K) \leq g(K)$. A knot is called slice if $g_{4}(K)=0$. There are nontrivial slice knots. The smallest one is the twist knot $6_{1}$ in the Rolfsen table; see Figure 3.4.

Exercise 3.4.7. Show that the knot $6_{1}$ is slice by attaching a single band, resulting in a 2 -component unlink.

Lemma 3.4.8. Let $K$ and $K^{\prime}$ be disjoint knots in $S^{3}$ with Seifert surfaces $S$ and $S^{\prime}$ and slice surfaces $F$ and $F^{\prime}$, respectively. Then

$$
l k\left(K, K^{\prime}\right)=S \cdot K^{\prime}=S^{\prime} \cdot K=F \cdot F^{\prime},
$$

where - denotes the algebraic intersection number.
Proof. Since $S$ is Poincaré-Lefschetz dual to the meridian of $K$ in the exterior of $K$, we have $\operatorname{lk}\left(K, K^{\prime}\right)=S \cdot K^{\prime}$. Similarly, $\operatorname{lk}\left(K, K^{\prime}\right)=S^{\prime} \cdot K$.

View $D^{4}$ as $S_{+}^{4}$, and push $S^{\prime}$ into $S_{-}^{4}$. Then $F \cup-S$ and $F^{\prime} \cup-S^{\prime}$ are closed oriented surfaces in $S^{4}$ that are null-homologous, hence

$$
0=(F \cup-S) \cdot\left(F^{\prime} \cup-S^{\prime}\right)=F \cdot F^{\prime}+S \cdot S^{\prime}
$$

As $S \cap S^{\prime}=S \cap K^{\prime}$, and since the intersection signs are opposite, the result follows from the previous paragraph.

Proposition 3.4.9. Let $K$ be a knot in $S^{3}$. Then

$$
\frac{|\sigma(K)|}{2} \leq g_{4}(K) .
$$

Proof. Let $g=g_{4}(K)$, and let $F$ be a genus $g$ slice surface for $K$. Choose an arbitrary Seifert surface $S$ for $K$. Then $S \cup F$ is a closed, oriented, null-homologous surface in $D^{4}$, and hence bounds a Seifert 3 -manifold $M$ according to Proposition 3.3.3. Let

$$
U=\operatorname{ker}\left(H_{1}(\partial M) \rightarrow H_{1}(M)\right) .
$$

By Lemma 2.4.2,

$$
\operatorname{rk}(U)=\frac{\operatorname{rk}\left(H_{1}(\partial M)\right)}{2}=g(S)+g(F) .
$$

Note that $H_{1}(\partial M) \cong H_{1}(S) \oplus H_{1}(F)$, and write $U_{S}:=U \cap H_{1}(S)$. Then

$$
\begin{equation*}
\operatorname{rk}\left(U_{S}\right) \geq \operatorname{rk}(U)-\operatorname{rk}\left(H_{1}(F)\right)=g(S)-g(F) \tag{3.4.2}
\end{equation*}
$$

We claim that $\langle a, b\rangle_{S}=0$ for $a, b \in U_{S}$. Indeed, $a$ and $b$ are 0-homologous in $M$, and let $A$ and $B$ be 2 -chains in $M$ with $\partial A=a$ and $\partial B=b$. We write $B^{+}$ for the 2-chain in $D^{4}$ obtained by pushing $B$ off $M$ in the direction of the positive normal of $M$. Then $\partial B^{+}=b^{+}$and $A \cap B^{+}=\emptyset$, hence

$$
\langle a, b\rangle_{S}=\operatorname{lk}\left(a, b^{+}\right)=A \cdot B^{+}=0
$$

where the second equality follows from Lemma 3.4.8.
On the other hand, if $V$ is a Seifert matrix associated to $S$, then

$$
\operatorname{det}\left(V+V^{T}\right) \equiv \operatorname{det}\left(V-V^{T}\right) \equiv 1 \quad \bmod 2
$$

by equation (3.4.1), so $V+V^{T}$ is nondegenerate. Hence, if $P \leq H_{1}(S)$ and $N \leq$ $H_{1}(S)$ are maximal positive and negative definite subspaces of the Seifert form, respectively, then $P \oplus N=H_{1}(S)$. So, if we write $p=\operatorname{rk}(P)$ and $n=\operatorname{rk}(N)$, then $p+n=2 g(S)$.

As $P \cap U_{S}=\{0\}$ and $N \cap U_{S}=\{0\}$, we have

$$
\max (p, n) \leq 2 g(S)-\operatorname{rk}\left(U_{S}\right) \leq g(S)+g(F)
$$

where the last inequality follows from equation (3.4.2). Hence

$$
\sigma(K)=p-n=(p+n)-2 n \geq 2 g(S)-2(g(S)+g(F))=-2 g(F)
$$

Similarly, $-\sigma(K) \geq-2 g(F)$, and the result follows.
The signature of a knot can also be computed from an unoriented spanning surface for the knot due to the work of Gordon and Litherland [16].

Definition 3.4.10. Let $S$ be a compact, connected, embedded surface in $S^{3}$. The Gordon-Litherland pairing

$$
\langle,\rangle_{S}: H_{1}(S) \times H_{1}(S) \rightarrow \mathbb{Z}
$$

is defined as follows: Let $a, b \in H_{1}(S)$, represented by oriented multi-curves $\alpha$, $\beta \subset S$. Consider the unit normal bundle $p_{S}: U N(S) \rightarrow S$ of $S$ in $S^{3}$. Then

$$
\langle\alpha, \beta\rangle_{S}:=\operatorname{lk}\left(\alpha, p_{S}^{-1}(\beta)\right)
$$

The Gordon-Litherland pairing is symmetric and bilinear. It agrees with the symmetrised Seifert form when $S$ is orientable. Let $\left\{b_{1}, \ldots, b_{n}\right\}$ be a basis of $H_{1}(S)$. Then the Goeritz matrix $G_{S}$ is an $n \times n$ symmetric matrix with $(i, j)$-th entry $\left\langle b_{i}, b_{j}\right\rangle_{S}$ for $i, j \in\{1, \ldots, n\}$. Furthermore, the normal Euler number $e(S)$ of $S$ is defined to be $-\operatorname{lk}\left(K, K^{\prime}\right)$, where $K^{\prime}$ is the framing of $K$ given by $S$. Gordon and Litherland proved the following:

Theorem 3.4.11. Let $S$ be an unoriented surface bounding the knot $K$ in $S^{3}$. Then

$$
\sigma(K)=\sigma\left(G_{S}\right)+\frac{e(S)}{2}
$$

where $\sigma\left(G_{S}\right)$ is the signature of the Goeritz matrix.

### 3.5. Important classes of knots

In this section, we present several important classes of knots.

### 3.5.1. Alternating knots.

Definition 3.5.1. The knot $K$ is alternating if it admits a diagram $\mathcal{D}$ such that, as we travel along $\mathcal{D}$, we alternatingly encounter undercrossings and overcrossings.

Alternating knots have a number of nice properties. A large proportion of small crossing knots are alternating, but their proportion tends to zero as the crossing number goes to infinity.

Definition 3.5.2. We say that a crossing $c$ of a knot diagram $\mathcal{D}$ is reducible or nugatory if there is a circle $C \subset \mathbb{R}^{2}$ such that $C \cap \mathcal{D}=\{c\}$. The diagram $\mathcal{D}$ is called reduced if it does not have a reducible crossing.

We can always remove such a crossing by applying $\pm \pi$-rotation about a line in $\mathbb{R}^{2}$ through the crossing to the part of $\mathcal{D}$ in the circle $C$. Consequently, if a diagram realises the crossing number of a knot, it has to be reduced. A related operation on knot diagrams is called a flype:

Definition 3.5.3. Let $\mathcal{D}$ be a knot diagram, and suppose that $C \subset \mathbb{R}^{2}$ is a circle that intersects $\mathcal{D}$ in a crossing $c$ and two additional points that are not crossings. A flype on $\mathcal{D}$ is the operation of rotating the portion of $\mathcal{D}$ inside $C$ by angle $\pm \pi$ about a line in $\mathbb{R}^{2}$ passing through $c$ such that we remove the crossing $c$, but create a new crossing between the other two strands intersecting $C$.

The following results were conjectured by Tait. The first two statements were shown by Kauffman [31], Murasugi [53], and Thistlethwaite [67] using the Jones polynomial, and the third by Menasco and Thistlethwaite [40].

Theorem 3.5.4. Let $\mathcal{D}$ and $\mathcal{D}^{\prime}$ be reduced alternating diagrams of a knot $K$. Then the following hold:
(1) $c(\mathcal{D})=c\left(\mathcal{D}^{\prime}\right)$,
(2) $w(\mathcal{D})=w\left(\mathcal{D}^{\prime}\right)$, and,
(3) if $K$ is prime, we can obtain $\mathcal{D}^{\prime}$ from $\mathcal{D}$ using flypes.

In fact, any reduced alternating diagram of a knot has minimal crossing number. Conversely, if $K$ is a prime alternating knot, then any minimal crossing number diagram of $K$ is alternating. (This does not hold for nonprime knots; see for example the square knot $3_{1} \#-3_{1}$, which admits a nonalternating six-crossing diagram.) The reduced alternating diagram of a prime alternating knot is unique up to flypes according to statement (3), known as the Tait flyping conjecture. Since a flype preserves both the crossing number and the writhe, statement (3) implies statements (1) and (2).

Theorem 3.5.5. If we apply Seifert's algorithm to a reduced alternating diagram of a knot, we obtain a minimal genus Seifert surface.

### 3.5.2. Torus knots.

Definition 3.5.6. Let $p$ and $q$ be coprime integers. The $(p, q)$-torus $\operatorname{knot} T_{p, q}$ is given by the curve on the standard torus $T^{2}$ in $\mathbb{R}^{3}$ that winds around the longitude $p$ times and the meridian $q$ times.

In other words, $T_{p, q}$ is the projection of the line $\langle(p, q)\rangle \subset \mathbb{R}^{2}$ under the covering $\operatorname{map} \mathbb{R}^{2} \rightarrow \mathbb{R}^{2} / \mathbb{Z}^{2} \cong T^{2}$ that sends $(1,0)$ to the longitude and $(0,1)$ to the meridian. When $p$ and $q$ are not coprime and $n$ is their highest common factor, we obtain


Figure 12. The left shows the right-handed trefoil $T_{2,3}$, and the right its mirror, the left-handed trefoil $T_{2,-3}$.
an $n$-component link, where each component is $T_{(p / n, q / n)}$. For example, $T_{2,2}$ is the Hopf link.

When $p=1$ or $q=1$, the torus knot $T_{p, q}$ is the unknot. The first nontrivial torus knot is $T_{2,3}$, which is the trefoil knot, denoted $3_{1}$ in the Rolfsen table; see Figure 12.

Torus knots are typically far from being alternating. They are particularly important as they arise from singularities of complex plane curves:

ExErcise 3.5.7. The complex polynomial $f(w, z)=w^{p}+z^{q}$ has a critical point at the origin of $\mathbb{C}^{2}$. Let the plane curve $V_{f} \subset \mathbb{C}^{2}$ be the zero-set of $f$. Show that, for $\varepsilon>0$ sufficiently small, the link of the singular point of $V_{f}$ at the origin, defined as $V_{f} \cap S_{\varepsilon}^{3}$, is the torus knot $T_{p, q}$.

The torus knots $T_{p, q}$ and $T_{q, p}$ are equivalent. Indeed, there is an orientationpreserving automorphism of $S^{3}$ that swaps the solid tori on the two sides of $T^{2}$, and interchanges the longitude and meridian. The torus knots $T_{p, q}$ and $T_{p,-q}$ are mirror images.

Proposition 3.5.8. Let $p, q>0$. Then

$$
c\left(T_{p, q}\right)=\min \{(p-1) q,(q-1) p\} \text { and } g\left(T_{p, q}\right)=g_{4}\left(T_{p, q}\right)=\frac{(p-1)(q-1)}{2}
$$

ExERCISE 3.5.9. Compute the signature of the right-handed trefoil using Seifert matrices, and also using the formula of Gordon and Litherland from the checkerboard surfaces.

### 3.5.3. Satellite knots.

Definition 3.5.10. Let $K^{\prime}$ be a knot in the solid torus $S^{1} \times D^{2}$ that does not lie in a 3 -ball, and is not isotopic to $S^{1} \times\{0\}$. Furthermore, let $K$ be a knot in $S^{3}$, called the companion, and $n \in \mathbb{Z}$ a framing coefficient. Choose a diffeomorphism $f: S^{1} \times D^{2} \rightarrow N(K)$ representing the framing $n$. Then the $n$-twisted satellite of $K$ with pattern $K^{\prime}$ is $f\left(K^{\prime}\right)$, which we denote by $K\left(K^{\prime}, n\right)$. We say that $J$ is a satellite knot if $J=K\left(K^{\prime}, n\right)$ for $K \neq U$.

Example 3.5.11. If there is a point $p \in S^{1}$ such that $\left|\left(\{p\} \times D^{2}\right) \cap K^{\prime}\right|=1$, then $K\left(K^{\prime}, n\right)=K \# K^{\prime}$ for any $n$, where we view $K^{\prime}$ as a knot in $S^{3}$ by identifying $S^{1} \times D^{2}$ with the standard solid torus in $S^{3}$.

Example 3.5.12. If $K^{\prime}=T_{p, q}$, then $K\left(K^{\prime}, 0\right)$ is called the $(p, q)$-cable of $K$. The $(n, 0)$-cable of $K$ is also known as the $n$-cable of $K$ (note that $T_{n, 0}$ is an $n$-component unlink).


Figure 13. The Whitehead knot in the solid torus.

Example 3.5.13. If $W$ is the Whitehead knot in $S^{1} \times D^{2}$ shown in Figure 13, then $K(W, n)$ is called the $n$-twisted Whitehead double of $K$.

The algebraic winding number of an oriented knot in $S^{1} \times D^{2}$ is its signed intersection number with $\{1\} \times D^{2}$ (or, equivalently, its homology class in $H_{1}\left(S^{1} \times\right.$ $\left.D^{2}\right) \cong \mathbb{Z}$ ), while its geometric winding number is the minimal number of intersection points with $\{1\} \times D^{2}$ counted without signs. The algebraic winding number of $W$ is zero, while its geometric winding number is two.

ExErcise 3.5.14. If $K$ is a Whitehead double, it has a genus one Seifert surface. Use this to show that $\Delta_{K}(t)=1$.

Satellite knots are characterised by the property that their exterior $E$ contains a torus $T$ not parallel to $\partial E$ that is incompressible; i.e., there is no homotopically nontrivial simple closed curve on $\partial E$ that bounds an embedded disk in $E$.

### 3.5.4. Hyperbolic links.

Definition 3.5.15. A link $L$ in $S^{3}$ is hyperbolic if $S^{3} \backslash L$ admits a complete hyperbolic metric; i.e., a Riemannian metric of constant sectional curvature -1 .

The following result is a special case of Thurston's hyperbolisation theorem:
ThEOREM 3.5.16. Every knot in the 3-sphere is either hyperbolic, a torus knot, or a satellite, and these classes are mutually exclusive.

In other words, we can build all knots from hyperbolic knots and torus knots using satellite operations. By the Mostow-Prasad rigidity theorem [50][56], which we now state, the hyperbolic structure is unique, and so any geometric quantity one can assign to the hyperbolic structure on the knot complement is a knot invariant:

THEOREM 3.5.17. Let $M$ and $N$ be complete finite volume hyperbolic manifolds of dimensions at least 3. Then any isomorphism $\pi_{1}(M) \rightarrow \pi_{1}(N)$ is induced by a unique isometry from $M$ to $N$.

The most fundamental hyperbolic knot invariant is the volume. Other invariants describe the shape of the cusp, such as the cusp volume, the lengths of the longitude and meridian, and the longitudinal and meridional translations.

The hyperbolic structure can often be found using the computer software SnapPy [9], which can also compute many of the associated invariants.

Every complete, connected hyperbolic $n$-manifold has universal cover $\mathbb{H}^{n}$, hence can be written as $\mathbb{H}^{n} / \Gamma$, where $\Gamma$ is a torsion-free discrete group of isometries of $\mathbb{H}^{n}$. When $n=3$, this isometry group is $\operatorname{PSL}(2, \mathbb{C})$. Hence hyperbolic 3 -manifolds can also be studied using group theory.

### 3.6. The knot group

Given a knot $K$ in $S^{3}$, its complement is $S^{3} \backslash K$, and its exterior is $S^{3} \backslash$ $N(K)$. The complement and the exterior uniquely determine each other. Knot complements are considered more often when studying hyperbolic structures, while the exterior has the advantage of being compact.

By a deep result of Gordon and Luecke [17], knots in $S^{3}$ are determined by their exteriors up to equivalence:

Theorem 3.6.1. The isotopy class of a knot in $S^{3}$ is determined by the orien-tation-preserving homeomorphism type of its exterior.

While the longitude of the knot is homologically determined by the half lives, half dies lemma (Lemma 2.4.2), there are infinitely many possible choices for the meridian. What Gordon and Luecke actually showed is that there is exactly one gluing of a solid torus to the knot exterior that gives $S^{3}$. The fact that the knots are in $S^{3}$ is important, since there are different knots in lens spaces with homeomorphic complements; see Bleiler-Hodgson-Weeks [3].

The fundamental group of the knot complement is a powerful knot invariant. A presentation, called the Wirtinger presentation, can be computed as follows:

Theorem 3.6.2. Let $\mathcal{D}$ be a diagram of the knot $K$ in $S^{3}$. Label the components of $\mathcal{D}$ by $a_{1}, \ldots, a_{c}$ as we follow the orientation of $K$, where $c$ is the number of crossings of $\mathcal{D}$, and we call crossing $i$ the endpoint of the arc $a_{i}$. If $a_{j}$ is the over-strand at crossing $i$, let

$$
w_{i}= \begin{cases}a_{i} a_{j}^{-1} a_{i+1}^{-1} a_{j} & \text { if crossing } i \text { is positive } \\ a_{i} a_{j} a_{i+1}^{-1} a_{j}^{-1} & \text { otherwise }\end{cases}
$$

Then

$$
\left\langle a_{1}, \ldots, a_{c} \mid w_{1}, \ldots, w_{c}\right\rangle
$$

is a presentation of $\pi_{1}\left(S^{3} \backslash K\right)$. In fact, $S^{3} \backslash K$ is homotopy equivalent to a cell complex with a single 0 -cell, 1-cells $a_{1}, \ldots, a_{c}$, 2-cells attached along $w_{1}, \ldots, w_{c}$, and a single 3-cell.

Proof. It clearly suffices to construct the claimed cell decomposition. Let $D^{3}$ be the upper hemisphere of $S^{3}$, which we view as a zero-handle, with $\mathcal{D}$ lying on its boundary.

Let $N\left(a_{i}\right) \approx I \times[-1,1]$ be a regular neighbourhood of $a_{i}$ in $S^{2}$, where $a_{i} \approx$ $I \times\{0\}$ and $a_{i} \times\{-1\}$ lies to the right of $a_{i}$. We attach a two-dimensional onehandle to $D^{3}$ along $I \times\{-1,1\}$, which we view as a tunnel over $a_{i}$; see Figure 14 . We orient its core from $I \times\{-1\}$ to $I \times\{1\}$. We repeat this for each arc $a_{i}$, after which we have a space homotopy equivalent to a wedge of $c$ circles.

Over crossing $i$, we then attach a two-cell of the form $[-1,1] \times[-1,1]$. Its boundary goes over $a_{i}$ in the positive direction, passes over the tunnel over $a_{j}$ in the positive or negative direction depending on the sign of crossing $i$, goes over $a_{i+1}$ in the negative direction, and finally goes over $a_{j}$ in the opposite direction. Hence, the attaching map of the two-cell is precisely $w_{i}$.

Finally, we attach the three-dimensional three-handle corresponding to the lower hemisphere of $S^{3}$, and obtain a CW decomposition of $S^{3} \backslash K$ of the required form. We remark that we can thicken the one-cells and two-cells to obtain a handle decomposition of the knot exterior.


Figure 14. Illustration of the proof of the Wirtinger presentation. The zero-handle is the upper half-space, and the tunnels are onehandles attached below the plane. The two-cell over crossing $i$ is attached from underneath along the curve $w_{i}$ shown in grey.

EXERCISE 3.6.3. Show using the Wirtinger presentation that $H_{1}\left(S^{3} \backslash K\right) \cong \mathbb{Z}$. Use Alexander duality to compute $H_{1}\left(S^{3} \backslash L\right)$ for a link $L$ in $S^{3}$.

The knot group is not a complete knot invariant. For example, the square knot $3_{1} \#-3_{1}$ and the granny knot $3_{1} \# 3_{1}$ have isomorphic groups, where $3_{1}$ is the righthanded and $-3_{1}$ is the left-handed trefoil. However, the knot group together with the subgroup $\pi_{1}(\partial M)$, called a peripheral system, is a complete knot invariant:

TheOrem 3.6.4. Let $K$ and $K^{\prime}$ be knots in $S^{3}$ with exteriors $M$ and $M^{\prime}$, respectively. If there is an isomorphism $\pi_{1}(M) \rightarrow \pi_{1}\left(M^{\prime}\right)$ that induces an isomorphism $\pi_{1}(\partial M) \rightarrow \pi_{1}\left(\partial M^{\prime}\right)$, then $K$ and $K^{\prime}$ are equivalent. If $K$ and $K^{\prime}$ are prime, then they are equivalent if and only if they have isomorphic groups.

Proof. As $M$ and $M^{\prime}$ are 3-manifolds with boundary other than $D^{3}$, they are Haken, and we can apply Waldhausen's theorem (Theorem 2.4.4) to see that $M$ and $M^{\prime}$ are homeomorphic. To conclude that $K$ and $K^{\prime}$ are equivalent knots, we now invoke the theorem of Gordon and Luecke (Theorem 3.6.1).

We can compute the Alexander polynomial of a knot from a presentation of its fundamental group via Fox calculus: Given a free group $F$ generated by $g_{1}, \ldots, g_{n}$, the Fox derivatives $\partial / \partial g_{i}: \mathbb{Z}[F] \rightarrow \mathbb{Z}[F]$ is a group homomorphism characterised by the following axioms:
(1) $\partial g_{i} / \partial g_{j}=\delta_{i j}$,
(2) $\partial e / \partial g_{i}=0$, and
(3) $\partial(u v) / \partial g_{i}=\partial u / \partial g_{i}+u\left(\partial v / \partial g_{i}\right)$ for any $u, v \in F$.

Exercise 3.6.5. Deduce from the axioms that

$$
\partial u^{-1} / \partial g_{i}=-u^{-1}\left(\partial u / \partial g_{i}\right)
$$

for any $u \in F$.

Now suppose that $\left\langle g_{1}, \ldots, g_{n} \mid r_{1}, \ldots, r_{m}\right\rangle$ is a presentation of $G:=\pi_{1}\left(S^{3} \backslash K\right)$. Let $F$ be the free group on $g_{1}, \ldots, g_{n}$, and

$$
H:=G /[G, G]=H_{1}\left(S^{3} \backslash K\right) \cong \mathbb{Z}
$$

Consider the homomorphism $\phi: \mathbb{Z}[F] \rightarrow \mathbb{Z}[H]$, and write $t$ for the generator of $H$. We form the matrix $J$ whose $(i, j)$-th entry is $\phi\left(\partial r_{i} / \partial g_{j}\right)$ for $i \in\{1, \ldots, m\}$ and $j \in\{1, \ldots, n\}$. Then the greatest common divisor of all $(n-1) \times(n-1)$ minors of $J$ agrees with the Alexander polynomial of $K$, up to multiplication by $\pm t^{k}$ for $k \in \mathbb{Z}$. (Recall that the Alexander polynomial is only well-defined up to multiplication by $t^{k}$ for $k \in \mathbb{Z}$.)

Exercise 3.6.6. Using Fox calculus, compute the Alexander polynomial of the trefoil knot.

### 3.7. Fibred knots

Definition 3.7.1. A knot $K$ in a 3 -manifold $Y$ is said to be fibred if its complement $Y \backslash K$ is a fibre bundle over $S^{1}$ such that the closure of each fibre is a Seifert surface of $K$.

Example 3.7.2. The simplest example of a fibred knot is the unknot $U$, since $S^{3} \backslash U \approx S^{1} \times B^{2}$. The first non-trivial example is given by the trefoil knot. The figure eight knot is also fibred; we will shortly introduce a method that will allow us to easily prove this.

Example 3.7.3. The torus knot $T_{p, q}$ is fibred for any pair of relatively prime integers $p$ and $q$. Indeed, if we use the description of $T_{p, q}$ as the link of the singularity $w^{p}+z^{q}$ at the origin in $\mathbb{C}^{2}$ given in Exercise 3.5.7, then

$$
\frac{w^{p}+z^{q}}{\left|w^{p}+z^{q}\right|}: S^{3} \backslash K \rightarrow S^{1}
$$

is a fibration. Indeed, the restriction of this map to the knot exterior is a proper submersion, which is hence a fibre bundle by Ehresmann's fibration lemma (Exercise 1.4.6).

More generally, suppose that $f: \mathbb{C}^{2} \rightarrow \mathbb{C}$ is a polynomial such that $f(\underline{0})=0$, $\frac{d f}{\partial z}(\underline{0})=0, \frac{\partial f}{\partial w}(\underline{0})=0$, and $\underline{0} \in \mathbb{C}^{2}$ is an isolated common zero of these functions. Then $V:=f^{-1}(0)$ is an algebraic variety with an isolated singularity at $\underline{0}$. The link of the singularity is the knot $K:=V \cap S_{\varepsilon}^{3}$ for some $\varepsilon>0$ small. Then $K$ is a fibred knot with fibration $g /|g|: S^{3} \backslash K \rightarrow S^{1}$, where $g:=\left.f\right|_{S^{3} \backslash K}$. This is called the Milnor fibration of the singularity. For more detail, see the book of Milnor [41].

The following result of Stallings [4] gives a complete characterisation of fibred knots:

ThEOREM 3.7.4. Let $K$ be a knot in $S^{3}$. Then $K$ is fibred if and only if the commutator subgroup of $\pi_{1}\left(S^{3} \backslash K\right)$ is finitely generated.

Proposition 3.7.5. Let $K$ be a fibred knot in $S^{3}$. Then the Alexander polynomial $\Delta_{K}(t)$ is monic.

Proof. Let $S$ be a fibre surface, and fix a basis $\mathcal{B}=\left\{b_{1}, \ldots, b_{2 g}\right\}$ of $H_{1}(S)$. Then we can write the exterior of $K$ as a mapping torus $S_{\varphi}$, where $\varphi$ is called the
monodromy of the fibration. Let $V$ be the Seifert matrix and $M$ the matrix of $\varphi_{*}: H_{1}(S) \rightarrow H_{1}(S)$ with respect to $\mathcal{B}$. Note that

$$
\operatorname{lk}\left(b_{i}, b_{j}^{+}\right)=\operatorname{lk}\left(b_{i}^{+}, \varphi_{*} b_{j}\right)=\operatorname{lk}\left(\varphi_{*} b_{j}, b_{i}^{+}\right)
$$

by translating $b_{i}$ and $b_{j}^{+}$along the mapping cylinder $(S \times I) /{ }_{(x, 1) \sim(\varphi(x), 0)}$ until $b_{j}^{+}$ reaches $S \times\{1\}$. This implies that $V=M^{T} V^{T}$ and $V$ is invertible, so $M=V^{-1} V^{T}$. Hence, the Alexander polynomial

$$
\Delta_{K}(t)=\operatorname{det}\left(V-t V^{T}\right)=\operatorname{det}(V) \operatorname{det}\left(I-t V^{-1} V^{T}\right)=\operatorname{det}(I-t M)
$$

As $\varphi$ is an automorphism of $S$, the matrix $M$ is invertible over $\mathbb{Z}$, so the leading coefficient of $\Delta_{K}(t)$ is $\operatorname{det}(M)= \pm 1$.

If $K$ is fibred, the surface obtained by taking the closure of a fibre of the fibration $S^{3} \backslash K \rightarrow S^{1}$ is a minimal genus Seifert surface of $K$, and is unique up to isotopy relative to $K$.

Gabai introduced sutured manifolds to give a simple method to check whether a knot is fibred.

Definition 3.7.6. A sutured manifold is a pair $(M, \gamma)$, where $M$ is a compact, oriented 3 -manifold with boundary, and $\gamma$ is a collection of thickened, oriented simple closed curves in $\partial M$ that divide $\partial M$ into two subsurfaces $R_{+}(\gamma)$ and $R_{-}(\gamma)$ that meet along $\gamma$. Furthermore, $R_{+}(\gamma)$ is oriented as $\partial M$, while $R_{-}(\gamma)$ is oriented as $-\partial M$, and $\gamma$ is oriented as the boundary of both $R_{+}(\gamma)$ and $R_{-}(\gamma)$.

Given a knot $K$ in an oriented 3 -manifold $Y$ and a Seifert surface $S$ for $K$, the sutured manifold complementary to $S$ is given by the pair $(M, \gamma)$, where $M=$ $Y \backslash(S \times[-1,1])$ where $S \times[-1,1]$ is a product neighbourhood of $S$ in $Y$ such that $S \times\{1\}$ lies on the positive side of $S$. Furthermore, $\gamma=\partial S \times[-1,1]$ and $R_{ \pm}(\gamma)=S \times\{ \pm 1\}$ 。

We say that $(M, \gamma)$ is a product sutured manifold if $M=R \times[-1,1], \gamma=$ $\partial R \times[-1,1]$, and $R_{ \pm}(\gamma)=R \times\{ \pm 1\}$ for some compact, oriented surface $R$.

Proposition 3.7.7. The knot $K$ in $S^{3}$ is fibred with fibre $S$ if and only if the sutured manifold complementary to $S$ is a product.

Proof. This is a straightforward corollary of the definitions.
Given a sutured manifold $(M, \gamma)$, a product disk in $(M, \gamma)$ is a properly embedded disk $D \subset M$ such that $|D \cap \gamma|=2$. We can decompose ( $M, \gamma$ ) along $D$ by taking $M^{\prime}:=M \backslash N(D)$, and $\gamma^{\prime}$ is obtained by reconnecting the ends of $\gamma \backslash N(D)$ along $D \times\{-1\}$ and $D \times\{1\}$, where we identify $N(D)$ with $D \times[-1,1]$. Then $(M, \gamma) \stackrel{D}{\rightsquigarrow}\left(M^{\prime}, \gamma^{\prime}\right)$ is called a product decomposition. The following result is straightforward:

Proposition 3.7.8. The connected sutured manifold $(M, \gamma)$ is a product if and only if it admits a sequence of product decompositions terminating at a 3-ball with a single suture on it.

This gives us a practical method for showing that a knot $K$ in $S^{3}$ is fibred: Choose a Seifert surface $S$ for $K$, usually using Seifert's algorithm. Then consider the product sutured manifold $(S \times[-1,1], \partial S \times[-1,1])$ by thickening $S$, and considering $K$ as the suture. We then look for product disks in the complement of $(S \times[-1,1], \partial S \times[-1,1])$. Decomposing the complement along such a disk $D$


Figure 15. A proof that the trefoil knot is fibred using sutured manifolds.
amounts to adding $D \times[-1,1]$ to $(S \times[-1,1], \partial S \times[-1,1])$, and reconnecting the sutures along the boundary. If, at the end of this process, we end up with $D^{3}$ with a single suture, then $K$ is fibred, and $S$ is a minimal genus Seifert surface that is a fibre.

Example 3.7.9. Figure 15 illustrates the above procedure in the case of the right-handed trefoil knot. Consider the Seifert surface $S$ shown in the upper left. Its positive side is on the left. Thickening $S$ results in the genus two handlebody $H:=S \times[-1,1]$ on the right. The original knot is our suture $\gamma$ on $\partial H$. This divides $\partial H$ into $R_{+}(\gamma)$ and $R_{-}(\gamma)$. By construction, this is a product sutured manifold.

We now focus on the complementary sutured manifol $(M, \gamma)$, where $M:=$ $S^{3} \backslash \operatorname{Int}(H)$. We have shaded two product disks in $(M, \gamma)$ on the bottom left. If we decompose $(M, \gamma)$ along these, then we obtain the sutured manifold in the middle of the bottom row, which is diffeomorphic to $D^{3}$ with a single suture.

Exercise 3.7.10. Use product decompositions to show that the figure eight knot is fibred.

### 3.8. The Jones polynomial

Vaughan Jones [28] introduced a novel invariant of links in 1984 using von Neumann algebras, which was the first new knot polynomial after the Alexander polynomial. It admits a much simpler definition due to Kauffman [31]. Unlike the Alexander polynomial, its relationship with the geometry of the link is much less clear. It is conjectured to detect the unknot. It was the main tool for proving Tait's conjectures (Theorem 3.5.4). It admits a categorification called Khovanov homology - a homology theory whose graded Euler characteristic is the Jones polynomial that has recently been shown to detect the unknot by Kronheimer and Mrowka [36].

Let $L$ be a link in $S^{3}$. The Jones polynomial $V_{L}(t)$ is a Laurent polynomial in $\mathbb{Z}\left[t^{1 / 2}, t^{-1 / 2}\right]$ characterised by $V_{U}(t)=1$ and the oriented skein relation

$$
\left(t^{1 / 2}-t^{-1 / 2}\right) V_{L_{0}}(t)=t^{-1} V_{L_{+}}(t)-t V_{L_{-}}(t)
$$

where $L_{+}, L_{-}$, and $L_{0}$ are link diagrams that agree outside a single crossing, $L_{-}$is obtained from $L_{+}$by changing a positive crossing to a negative one, and $L_{0}$ is the


Figure 16. The top row shows the three links featuring in the oriented skein relation, and the bottom row the links in the unoriented skein relation.
oriented resolution of the crossing; see the top row of Figure 16. When the number of component of $L$ is odd, then $V_{L}(t) \in \mathbb{Z}\left[t, t^{-1}\right]$.

It is not clear from this description that there exists such a polynomial, and that it is unique. We now give the definition of the Jones polynomial using the Kauffman bracket, which satisfies a different type of skein relation.

Definition 3.8.1. Let $L$ be an unoriented link diagram in $S^{2}$. Then its Kauffman bracket $\langle L\rangle \in \mathbb{Z}\left[A, A^{-1}\right]$ is characterised by the following relations:
(1) $\langle\bigcirc\rangle=1$,
(2) $\langle L \sqcup \bigcirc\rangle=-\left(A^{2}+A^{-2}\right)\langle L\rangle$, and
(3) if the diagrams $L_{\infty}, L_{0}$, and $L_{1}$ are as in the bottom row of Figure 16, then $\left\langle L_{\infty}\right\rangle=A^{-1}\left\langle L_{0}\right\rangle+A\left\langle L_{1}\right\rangle$ (unoriented skein relation).

If a diagram $L$ has $n$ crossings, there are two ways of resolving each, giving rise to $2^{n}$ unlink diagrams. The Kauffman bracket $\langle L\rangle$ is then recursively obtained as a combination of the bracket polynomials of these unlinks. A c-component unlink has bracket $\left(-A^{2}-A^{-2}\right)^{c-1}$. To see that this is independent of the order of resolutions, one checks that the result is unchanged if we swap the order of two adjacent crossings. The Kauffman bracket is not quite a link invariant:

Lemma 3.8.2. Let $L$ be a link diagram in $S^{2}$.
(1) Suppose that $L^{\prime}$ is obtained from $L$ via an $R 1$ move. Then either the O-resolution or the 1-resolution of $L^{\prime}$ at the new crossing splits off an unknot component. In the former case, $\left\langle L^{\prime}\right\rangle=-A^{-3}\langle L\rangle$, and, in the latter, $\left\langle L^{\prime}\right\rangle=-A^{3}\langle L\rangle$.
(2) If $L^{\prime}$ is obtained from $L$ by an R2 or R3 move, then $\langle L\rangle=\left\langle L^{\prime}\right\rangle$.

Proof. Consider part (1), and assume that the 1-resolution splits off an unknot. If we set $L_{\infty}:=L^{\prime}$ and apply the unoriented skein relation to it, then $L_{0}=L$ and $L_{1}=L \sqcup \bigcirc$, so we obtain that

$$
\left\langle L_{\infty}\right\rangle=A^{-1}\langle L\rangle+A\langle L \sqcup \bigcirc\rangle=A^{-1}\langle L\rangle-A\left(A^{2}+A^{-2}\right)\langle L\rangle=-A^{3}\langle L\rangle
$$

as claimed. The cased when the 0-resolution splits off an unknot is analogous.
Invariance under Reidemeister move R2 is obtained by applying the skein relation to one of the two new crossings, followed by part (1).

Finally, R3-invariance can be seen by applying the skein relation to the topmost crossing before and after the R3 move, and applying R2-invariance twice. We leave the details as an exercise.

It is immediate that the following is well-defined:
Definition 3.8.3. Let $L$ be a link in $S^{3}$ and choose a diagram in $S^{2}$. Then the Jones polynomial $V_{L}(t)$ is obtained from $(-A)^{-3 w(L)}\langle L\rangle$ by substituting $t^{1 / 2}=A^{-2}$.

Unlike the Alexander polynomial, the Jones polynomial is hard to compute, and current algorithms are exponential time in the crossing number $n$ of the diagram (corresponding to the $2^{n}$ resolutions).

It is a simple consequence of the above characterisation of the Jones polynomial that $V_{-K}(t)=V_{K}\left(t^{-1}\right)$. Hence, if $V_{K}(t) \neq V_{K}\left(t^{-1}\right)$, then the knot is chiral; i.e., $K \neq-K$. For example, $V_{3_{1}}(t)=t+t^{3}-t^{4}$ is not a symmetric polynomial, hence the left- and right-handed trefoil are inequivalent knots. As for the Alexander polynomial, the Jones polynomial is also alternating for alternating links, as shown by Thistlethwaite.

It is clear from the definition that the span of the Jones polynomial gives a lower bound on the crossing number of the link diagram (and hence on the crossing number of the link). For alternating, reducible link diagram, Lickorish and Millett [37] showed that the span is equal to the crossing number of the diagram. This implies the first Tait conjecture (Theorem 3.5.4).

### 3.9. Constructing 3-manifolds using links

In this section, we introduce two methods for constructing 3 -manifolds from links in the 3 -sphere: Dehn surgery and cyclic branched covers.

We have already encountered surgery in an arbitrary $n$-manifold $M$ along a framed, embedded $k$-sphere $S$. This described the outgoing boundary of the handle attachment to $I \times M$ along $\{1\} \times S$. Concretely, one removes a regular neighbourhood $N(S) \approx S^{k} \times D^{n-k}$ of $S$, and glues in $D^{k+1} \times S^{n-k-1}$ along $\partial N(S)=S^{k} \times S^{n-k-1}$ using the framing.

When we have a framed knot $K$ in a 3-manifold $Y$, we are in the special situation that $\partial N(K)=S^{1} \times S^{1}$ has a large automorphism group, namely $\mathrm{SL}(2, \mathbb{Z})$, and we are not restricted to gluing via a framing. This leads to the notion of Dehn surgery. As in the case of lens spaces, any automorphism of $S^{1} \times S^{1}$ that preserves $S^{1} \times\{x\}$ for some $x \in S^{1}$ extends to $D^{2} \times S^{1}$. Hence, the result of gluing $D^{2} \times S^{1}$ to $Y \backslash N(K)$ is determined, up to diffeomorphism, by the homology class of the image of $S^{1} \times\{x\}$ in $\partial N(K)$. Given a slope $\alpha \in H_{1}(\partial N(K))$, we write $Y_{\alpha}(K)$ for the result of Dehn surgery along $K$ with slope $\alpha$.

If $Y$ is a homology 3 -sphere, then $K$ is null-homologous in $Y$, and we have a well-defined longitude $l \in H_{1}(\partial N(K))$, which is the class null-homologous in $Y \backslash N(K)$. This exists by the half lives half dies lemma (Lemma 2.4.2). If we write $m \in H_{1}(\partial N(K))$ for the class of the meridian of $K$, the result of the surgery is determined by an extended rational number $p / q \in \mathbb{Q} \cup\{\infty\}$, where $p$ and $q$ are coprime, and the image of $S^{1} \times\{x\}$ is $p m+q l \in H_{1}(\partial N(K))$. Gluing along a framing of $K$ corresponds to $q=1$; i.e., to integer surgery. When $p / q \notin \mathbb{Z}$, the surgery does not correspond to a handle attachment.

More generally, one can consider surgery along a framed link whose components are labelled by extended rational numbers. When the link is in a homology 3sphere, there is a canonical framing. We have the following result of Lickorish [38] and Wallace [73]:

Theorem 3.9.1. Every closed, connected, and oriented 3-manifold $Y$ can be obtained by Dehn surgery along a link in $S^{3}$. Furthermore, the surgery coefficients can be chosen to be integers.

Proof. We have seen that the oriented cobordism group $\Omega_{3}^{\mathrm{SO}}$ of 3-manifolds vanishes. Hence $Y$ bounds an oriented 4 -manifold $X$. Choose a handle decomposition of $X$. By cancelling 0 - and 1-handles, we can assume that $X$ has a single 0 -handle. Similarly, we can assume that $X$ has no 4 -handles. Given a 1-handle, we can cap off its core in the 0 -handle to obtain an embedded $S^{1}$. If we perform surgery along it, we replace $S^{1} \times D^{3}$ with $D^{2} \times S^{2}$, which corresponds to attaching a 2-handle. (In the language of Kirby calculus, this corresponds to replacing a dotted circle representing a 1 -handle with a 0 -framed 2 -handle.) If we turn the handle decomposition upside down, we can similarly replace 3 -handles with 2 -handles. Hence, $X$ admits a handle decomposition with a single 0 -handle and some 2 -handles. This means that $M$ can be obtained by performing integer surgery along a link in $S^{3}$.

Given a 3-manifold $M$ with a torus boundary component $T$, we can glue $S^{1} \times D^{2}$ to $M$ along $T$. This operation is called Dehn filling. So one can think of Dehn surgery as removing a neighbourhood of a knot, and Dehn filling the resulting manifold with torus boundary.

Branched covers along links provide another useful operation for constructing and studying 3-manifolds.

Definition 3.9.2. Let $L$ be a $k$-component link in $S^{3}$. Then the $n$-fold cyclic branched cover $\Sigma_{n}\left(S^{3}, L\right)$ of $S^{3}$ along $L$ is obtained by taking the $n$-fold cover of $S^{3} \backslash N(L)$ corresponding to the kernel of the homomorphism

$$
\pi_{1}\left(S^{3} \backslash N(L)\right) \rightarrow H_{1}\left(S^{3} \backslash N(L)\right) \cong \mathbb{Z}^{k} \rightarrow \mathbb{Z}_{n}
$$

where the first map is abelianisation, and the second map is

$$
\left(a_{1}, \ldots, a_{k}\right) \mapsto a_{1}+\cdots+a_{k} \quad \bmod n
$$

We then fill the boundary with $k$ solid tori, mapping their meridians to the lifts of $n$ times the meridians of each link component.

By a classical result of Alexander, every 3-manifold can be obtained as a branched cover of the 3 -sphere.

Definition 3.9.3. Let $p, q, r \geq 2$ be integers. Then we define the Brieskorn manifold

$$
M(p, q, r):=\left\{\left(z_{1}, z_{2}, z_{3}\right) \in \mathbb{C}^{3}: z_{1}^{p}+z_{2}^{q}+z_{3}^{r}=0\right\} \cap S^{5}
$$

EXERCISE 3.9.4. Show that $M(p, q, r)$ is a manifold of dimension 3.
The Brieskorn manifold $M(p, q, r)$ is a homology sphere; i.e.,

$$
H_{*}(M(p, q, r)) \cong H_{*}\left(S^{3}\right),
$$

if and only if $p, q, r$ are pairwise relatively prime. The manifold $M(2,3,5)$ is known as the Poincaré homology sphere, sometimes also denoted by $\Sigma_{P}$. Poincaré
originally conjectured that every homology sphere is homeomorphic to $S^{3}$, but found this counterexample and reformulated his conjecture to homotopy spheres. It can also be described by gluing the opposite faces of a dodecahedron with a twist.

The manifolds $M(p, q, r)$ can also be described as branched coverings, due to work of Milnor [45]:

Theorem 3.9.5. The Brieksorn manifold $M(p, q, r)$ is homeomorphic to the $r$-fold cyclic branched cover of $S^{3}$, branched along the torus link $T_{p, q}$.

## CHAPTER 4

## 4-manifolds

4-manifold theory has a completely different flavour than 3-manifold topology. This is the first dimension where the topological and the smooth classification differ. Furthermore, since the Whitney trick, and hence the h-cobordism theorem and surgery theory fail in dimension 4 , there are numerous exotic phenomena not present in higher dimensions.

By Theorem 1.1.13, every finitely presented group appears as the fundamental group of a closed, smooth 4-manifold. Furthermore, there is no algorithm to decide whether a finitely presented group is trivial. Hence, unless one restricts the fundamental group, there is no hope of obtaining a classification. Much of 4-manifold topology focuses on simply-connected manifolds.

By the work of Freedman, the classification of simply-connected, topological 4-manifolds is governed by algebraic topology; namely, the intersection form on the second cohomology group.

The classification of smooth 4-manifolds relies on invariants that can distinguish homeomorphic but non-diffeomorphic manifolds. One of the main tools for constructing and manipulating 4-manifolds is Kirby calculus, which allows us to visualise a smooth 4-manifold as a framed link in the 3 -sphere. Furthermore, it gives a set of moves such that two 4-manifolds are diffeomorphic if and only if they are related by a sequence of such moves. There are further constructions originating from algebraic and symplectic geometry, such as blow-ups and fibre sums.

The two main invariants are the Donaldson and the Seiberg-Witten invariants. These come from gauge theory. Roughly, one chooses a Riemannian metric on the manifold, writes down some non-linear PDEs, and counts the solutions. Then one shows this count is independent of the chosen metric. Heegaard Floer theory is a more combinatorial version of Seiberg-Witten theory.

### 4.1. Kirby calculus

Kirby calculus gives us a way to represent and manipulate 4-manifolds using framed links in the 3 -sphere. If the 4 -manifold has boundary, it can also be used to study the boundary 3 -manifold. More generally, one can even use it to study 4-dimensional cobordisms.

Let $X$ be a smooth, connected 4 -manifold (not necessarily closed). Then it admits a handle decompositon with a single 0-handle. The 0 -handle can be identified with $D^{4}$, which has boundary $S^{3}$. Each 1-handle is attached along a framed 0 -sphere, which one can represent by a pair of 2 -spheres, with their boundaries identified by an orientation-reversing diffeomorphism - usually a reflection.

Alternatively, one can visualise a 1-handle $h^{1}$ as an unknotted circle with a dot on it: If we attach a 2-handle $h^{2}$ cancelling $h^{1}$, we can identify the resulting manifold with $D^{4}$. The belt circle of $h^{2}$ is an unknotted circle in $S^{3}$, which we


Figure 17. Kirby diagrams for $\mathbb{C P}^{2}, \overline{\mathbb{C P}}^{2}$, and $S^{2} \times S^{2}$.
mark with a dot. If $D$ is a 2 -disk with boundary the dotted circle, we can push it into $D^{4}$ to obtain the co-core of $h^{2}$, and removing a neighbourhood of it amounts to removing $h^{2}$, leaving us with $h^{1}$.

After attaching all the 1-handles, we obtain the boundary connected sum of a number of copies of $S^{1} \times D^{3}$, whose boundary is $\#_{n} S^{1} \times S^{2}$. The 2-handles are attached along a framed link $L$ in $\#_{n} S^{1} \times S^{2}$. If we denote the 1-handles with pairs of 2 -spheres, a component of $L$ is a collection of arcs in $S^{3}$ with endpoints on the 2 -spheres, which are paired up using the reflections. In dotted circle notation, we can visualise $L$ as a usual link in $S^{3}$. The framing can be encoded by a parallel copy $F$ of $L$. When there are no 1 -handles, we can encode the framing by an integer on each component of $L$, which gives the linking between the corresponding components of $L$ and $F$. It is unknown whether every closed, simply-connected 4-manifold admits a handle decomposition without 1-handles.

After the 2-handles are attached, we have a 4 -manifold $X_{2}$ with boundary a 3 -manifold $Y$. Then the 1-handles with the framed link can be viewed as a diagram of $X_{2}$, or as a diagram of the boundary 3 -manifold $Y$. If $X$ is closed, we further have to attach some 3-handles and a single 4-handle. For this to be possible, $Y$ has to be a connected sum of copies of $S^{1} \times S^{2}$. If this is the case, by the following result of Laudenbach and Poénaru, this uniquely determines $X$, up to diffeomorphism:

Proposition 4.1.1. Every automorphism of $\#_{k} S^{1} \times S^{2}$ extends to $\natural_{k} S^{1} \times D^{3}$.
In other words, there is an essentially unique way to attach the 3 - and 4-handles, which we hence do not need to encode in the diagram.

Example 4.1.2. We now give examples of Kirby diagrams of some simplyconnected 4-manifolds; see Figure 17. One can obtain diagrams for connected sums of these by taking their disjoint union.

The complex projective plane $\mathbb{C P}^{2}$ with the complex orientation is represented by the unknot with framing +1 . Indeed, if we remove a ball - thought of as a 4-handle - from $\mathbb{C P}^{2}$, we are left with the total space of the tautological line bundle over $\mathbb{C P}^{1}$. (A point of $\mathbb{C P}^{1}$ is a complex 1-dimensional subspac $L$ of $\mathbb{C}^{2}$. The fibre of the tautological line bundle over $L$ is $L$ itself.) A generic section intersects the 0 -section algebraically once as two complex lines in $\mathbb{C P}^{2}$ intersect once positively. Hence, the total space can be obtained by gluing two copies of $D^{2} \times D^{2}$ along $S^{1} \times D^{2}$ with framing +1 . We identify one copy of $D^{2} \times D^{2}$ with the 0 -handle $B^{4}$. Then the other is a 2 -handle attached to $B^{4}$ along the unkot $S^{1} \times\{0\}$ with framing +1 . We denote by $\overline{\mathbb{C P}}^{2}$ the complex projective plane with its orientation reversed. It can be represented by an unknot with framing -1 .


Figure 18. Handle sliding the link component $L_{i}$ with framing $r_{i}$ over the component $L_{j}$ with framing $r_{j}$.

Next, we describe a Kirby diagram for $S^{2} \times S^{2}$. We write $S^{2}$ as the union of the hemispheres $S_{+}^{2}$ and $S_{-}^{2}$. Then

$$
S^{2} \times S^{2}=\left(S_{-}^{2} \times S_{-}^{2}\right) \cup\left(S_{+}^{2} \times S_{-}^{2}\right) \cup\left(S_{-}^{2} \times S_{+}^{2}\right) \cup\left(S_{+}^{2} \times S_{+}^{2}\right)
$$

We view $S_{-}^{2} \times S_{-}^{2}$ as a 0-handle, $S_{+}^{2} \times S_{-}^{2}$ and $S_{-}^{2} \times S_{+}^{2}$ as 2 -handles, and $S_{+}^{2} \times S_{+}^{2}$ as a 4-handle. The 2-handles are attached along $\{0\} \times \partial S_{-}^{2}$ and $\partial S_{-}^{2} \times\{0\}$, respectively, which form a Hopf link. Both components of the Hopf link have framing 0 , since the self-intersection of $S^{2} \times\{p\}$ and $\{p\} \times S^{2}$ is 0 for $p \in S^{2}$.

By the Lickorish-Wallace theorem (Theorem 3.9.1), every closed, oriented 3manifold $Y$ admits a Kirby diagram without 1-handles. Let $L$ be the framed link of this Kirby diagram, and we denote by $M_{L}$ the corresponding 4-manifold with $\partial M_{L}=Y$. The boundary is unchanged under the following two Kirby moves:
(1) Blow-up: We add or remove an unknot with framing $\pm 1$ that is unlinked from $L$. If $L^{\prime}$ is obtained by adding a +1 -framed unknot to $L$, then $M_{L^{\prime}}=M_{L} \# \mathbb{C P}^{2}$. Similarly, $M_{L^{\prime}}=M_{L} \# \overline{\mathbb{C P}}^{2}$ if $L^{\prime}$ is obtained from $L$ by adding a ( -1 )-framed unknot.
(2) Handle slide: We do a handle slide among the 2-handles. If $L_{i}$ and $L_{j}$ are the two components corresponding to the handles involved, with framings $F_{i}$ and $F_{j}$, respectively, then we choose a band connecting $L_{i}$ and $F_{j}$ (i.e., an embedding $b: I \times I \hookrightarrow M_{L}$ such that $b(\{0\} \times I) \subset L_{i}$ and $b(\{1\} \times I) \subset F_{j}$, while the rest of $b(I \times I)$ is disjoint from $L$ and $\left.F\right)$, and we replace $L_{i}$ with $L_{i}^{\prime}:=L_{i} \#_{b} F_{j}$. For $k \neq i$, we set $L_{k}^{\prime}:=L_{k}$ and $F_{k}^{\prime}:=F_{k}$. The framing of $L_{i}^{\prime}$ is $r_{i}+r_{j} \pm 2 \mathrm{lk}\left(L_{i}, L_{j}\right)$, depending on whether the band is orientation-preserving, where $r_{k}=\operatorname{lk}\left(L_{k}, F_{k}\right)$. For an illustration, see Figure 18.
While blow-up changes the underlying 4-manifold, handle slides do not.
There are two $S^{2}$-bundles over $S^{2}$. Indeed, since $D^{2}$ is contractible, the bundle is trivial over the Northern and Southern hemispheres, and the bundle is defined by the gluing map along the equator. This is given by an elment of $\pi_{1}(\mathrm{SO}(3)) \cong \mathbb{Z}_{2}$. We denote the non-trivial $S^{2}$-bundle over $S^{2}$ by $S^{2} \widetilde{\times} S^{2}$.

Exercise 4.1.3. Using Kirby calculus, show that

$$
\left(S^{2} \times S^{2}\right) \# \mathbb{C P}^{2} \approx \mathbb{C P}^{2} \# \mathbb{C P}^{2} \# \overline{\mathbb{C P}}^{2}
$$

Furthermore, $S^{2} \tilde{\times} S^{2} \approx \mathbb{C P}^{2} \# \overline{\mathbb{C P}}^{2}$.
The real power of Kirby calculus comes form the following result of Kirby [33]:
Theorem 4.1.4. Two Kirby diagrams without 1-handles represent diffeomorphic 3-manifolds if and only if they are related by a finite sequence of Kirby moves (1) and (2).

There is also a Kirby calculus for 4 -manifolds: Let $X$ be a smooth 4-manifold, and $f_{0}, f_{1}$ two ordered Morse functions on it with a single index 0 critical point. Then we can connect them with a generic 1-parameter family of smooth functions $f_{t}$ for $t \in I$ such that every $f_{t}$ is ordered for generic $t$, and has a unique index 0 critical point. If we consider the Kirby diagrams of $X$ corresponding to $f_{t}$, they change using the following moves:
(1) An isotopy of the 1- and 2-handles.
(2) A 1-handle slides over a 1-handle, or a 2-handle slides over a 1- or 2-handle.
(3) An index 1-2 or 2-3 birth or death.

In dotted circle notation, an index 1-2 birth results in an unknotted 2-handle, which is linked by a dotted circle. In general, one can cancel a 1- and a 2-handle whenever the 2 -handle passes through the 1-handle exactly once.

When we are considering Kirby diagrams of closed 4-manifolds; i.e., the boundary of the 2-handlebody is a connected sum of copies of $S^{1} \times S^{2}$ that we fill with 3 -handles and a 4-handle, an index 2-3 birth corresponds to the appearance of an unknotted, 0-framed 2-handle.

For an in-depth study of 4-manifold topology from the point of view of Kirby calculus, see the books of Gompf and Stipsicz [15] and Akbulut [2].

### 4.2. The intersection form and the classification of 4 -manifolds

Let $X$ be a closed, connected, oriented, and simply-connected 4-manifold. Then $H_{1}(X)=H_{3}(X)=0$. Hence $H_{2}(X)$ and $H^{2}(X)$ are free abelian by the universal coefficient theorem. We denote the fundamental class by $[X] \in H_{4}(X)$. Then the intersection form $Q_{X}: H^{2}(X) \times H^{2}(X) \rightarrow \mathbb{Z}$ of $X$ is given by

$$
Q_{X}(a, b):=\langle a \cup b,[X]\rangle
$$

for $a, b \in H^{2}(X)$. This is a non-degenerate, symmetric bilinear form. It is unimodular; i.e., induces an isomorphism

$$
H^{2}(X) \rightarrow \operatorname{Hom}\left(H^{2}(X), \mathbb{Z}\right) \cong H_{2}(X)
$$

by Poincaré duality. Hence, its matrix in any basis is invertible over $\mathbb{Z}$; i.e., has determinant $\pm 1$.

Proposition 4.2.1. Let $X$ be a 4-manifold, and $s \in H^{2}(X)$ a cohomology class. Then there exists an oriented surface $S$ properly embedded in $X$ such that $[S] \in H_{2}(X)$ is Poincaré dual to $s$.

Proof. Since the Eilenberg-MacLane space $K(\mathbb{Z}, 2)$ is $\mathbb{C P}^{\infty}$, we have

$$
H^{2}(X) \cong\left[X, \mathbb{C P}^{\infty}\right]
$$

Then $s$ corresponds to a continuous map $f_{s}: X \rightarrow \mathbb{C P}^{\infty}$ such that $f^{*} x=s$, where $x$ is the generator of $H^{2}\left(\mathbb{C P}^{\infty}\right) \cong \mathbb{Z}[x]$, which is represented by the hypersurface $\mathbb{C P}^{\infty-1}$. We can homotope $f$ such that it becomes smooth and transverse to $\mathbb{C P}{ }^{\infty-1}$. Then we let $S:=f_{s}^{-1}\left(\mathbb{C P}^{\infty-1}\right)$.

If $A$ and $B$ are surfaces Poincaré dual to $a, b \in H^{2}(X)$, then $Q_{X}(a, b)$ is the algebraic intersection number of $A$ and $B$. This justifies the term "intersection form."

We can easily read off the intersection form of a 4-manifold from its Kirby diagram. Suppose that the 4 -manifold $X$ is given by a Kirby diagram without

1-handles and 3-handles; i.e., a framed link $L=L_{1} \cup \cdots \cup L_{n}$ in $S^{3}$ with framing coefficient $r_{i} \in \mathbb{Z}$ for $i \in\{1, \ldots, n\}$. Then we obtain a basis $b_{1}, \ldots, b_{n}$ of $H_{2}(X)$ by capping off a Seifert surface of $L_{i}$ with the core of the 2-handle attached along $L_{i}$. Furthermore, $Q_{X}\left(b_{i}, b_{j}\right)=\operatorname{lk}\left(L_{i}, L_{j}\right)$ if $i \neq j$ and $Q_{X}\left(b_{i}, b_{i}\right)=r_{i}$ by Lemma 3.4.8.

We can also consider the intersection form on $H^{2}(X ; \mathbb{R})$. Nondegenerate, symmetric bilinear forms over real vector spaces are completely determined by their rank and signature. We write $b_{2}^{+}(X)$ and $b_{2}^{-}(X)$ for the dimensions of maximal positive and negative definite subspaces of $H^{2}(X ; \mathbb{R})$. The signature of $Q_{X}$ is $\sigma(X)=b_{2}^{+}(X)-b_{2}^{-}(X)$. Signature is a cobordism invariant, and it vanishes if and only if $X$ is oriented 0 -cobordant; see Section 1.7.

We say that $Q_{X}$ is positive definite if $b_{2}^{+}(X)=b_{2}(X)$, negative definite if $b_{2}^{-}(X)=b_{2}(X)$, and is indefinite otherwise.

Definition 4.2.2. The intersection form $Q_{X}$ is even if $Q(x, x)$ is even for every $x \in H^{2}(X)$, and is odd otherwise. We call this the type of $X$.

Definition 4.2.3. The Lie group $\operatorname{Spin}(n)$ is the connected double cover of $\mathrm{SO}(n)$ for $n \geq 2$. The oriented $n$-manifold $M$ is spin if the structure group of $T M$ can be lifted from $\operatorname{SO}(n)$ to $\operatorname{Spin}(n)$. A spin structure on $M$ is an equivalence class of such lifts.

Proposition 4.2.4. The intersection form $Q_{X}$ is even if and only if $X$ is spin.
Proof. This is because the Spin structure of $D^{4}$ extends to a 2-handle if and only if the framing of the attaching 2-sphere is even, and the self-intersection of the corresponding element of $H_{2}(X)$ is precisely the framing.

Indefinite intersection forms have a simple classification:
THEOREM 4.2.5. Two indefinite, unimodular, symmetric bilinear forms over $\mathbb{Z}$ are equivalent if and only if they have the same rank, signature, and type.

Not every value of the triple rank, signature, and type can be realised:
Proposition 4.2.6. The signature of an even form is divisible by 8.
However, this is the only restriction for indefinite forms. An important example of a definite even form of signature 8 is the $E_{8}$ form, given by the matrix

$$
E_{8}=\left(\begin{array}{llllllll}
2 & 1 & 0 & 0 & 0 & 0 & 0 & 0  \tag{4.2.1}\\
1 & 2 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 2 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 2 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 2 & 1 & 0 & 1 \\
0 & 0 & 0 & 0 & 1 & 2 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 2 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 2
\end{array}\right)
$$

The 4-manifold $P_{E_{8}}$ with boundary defined by the Kirby diagram in Figure 19 has intersection form $E_{8}$. Its boundary is the Poincaré homology sphere $\Sigma_{P}$, which is the Brieskorn manifold $M(2,3,5)$; see Definition 3.9.3. By the work of Freedman $[\mathbf{1 1}]$, there is a topological 4-manifold $\Delta$ with boundary $\Sigma_{P}$ that has the same homotopy groups as $D^{4}$. The $E_{8}$ manifold $M_{E_{8}}=P_{E_{8}} \cup \Delta$ is a closed topologyical 4-manifold with intersection form $E_{8}$.


Figure 19. A Kirby diagram for a 4-manifold whose intersection form is the $E_{8}$ lattice.

The hyperbolic form

$$
H=\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right)
$$

has rank 2 and signature 0 . (Note that $Q_{S^{2} \times S^{2}}=H$.) Hence, every symmetric, unimodular, indefinite, even form is isomorphic to $k E_{8} \oplus l H$ for some $k \in \mathbb{Z}$ and $l \in \mathbb{Z}_{+}$. On the other hand, every indefinite odd form is isomorphic to $k(1) \oplus l(-1)$ for $k, l \in \mathbb{Z}_{+}$.

Not every symmetric, unimodular bilinear form can be the intersection form of a smooth 4-manifold, due to the following result of Rokhlin [60]:

Theorem 4.2.7. Let $X$ be a closed, smooth, spin 4-manifold (i.e., $Q_{X}$ is even). Then $\sigma(X)$ is divisible by 16.

If $M$ is a closed topological $n$-manifold, then the Kriby-Siebenmann class $\kappa(M) \in H^{4}\left(M ; \mathbb{Z}_{2}\right)$ vanishes if $M$ admits a PL structure. When $\operatorname{dim}(M) \geq 5$, the converse also holds. For further details, see the book of Kirby and Siebenmann [34]. When $X$ is a spin 4-manifold,

$$
\kappa(X) \equiv \sigma(X) / 8 \quad \bmod 2
$$

A 4-manifold has a PL structure if and only if it has a smooth structure, and so a smooth 4-manifold has $\kappa(X)=0$.

Example 4.2.8. An example of a smooth spin 4-manifold with signature -16 is the K3 surface. It can be constructed as the solution to

$$
x^{4}+y^{4}+z^{4}+w^{4}=0
$$

in $\mathbb{C P}^{3}$. Its intersection form is $-2 E_{8} \oplus 3 H$.
From the point of view of complex geometry and algebraic geometry, there are many different K3 surfaces, but they are all diffeomorphic by the work of Kodaira.

It follows from Rokhlin's theorem (Theorem 4.2.7) that a closed topological 4manifold with intersection form $E_{8}$ (e.g., $M_{E_{8}}$ ) does not admit a smooth structure. By a celebrated result of Freedman $[\mathbf{1 1}][\mathbf{1 2}]$, the pair $\left(Q_{X}, \kappa(X)\right)$ is a complete invariant of topological, simply-connected 4-manifolds $X$ :

Theorem 4.2.9. Two closed, simply-connected topological 4-manifolds are homeomorphic if and only if they have isomorphic intersection forms and the same Kirby-Siebenmann class.

Conversely, for any symmetric, unimodular bilinear form $Q$ over $\mathbb{Z}$, there is a unique topological 4-manifold $X$ with $Q_{X}=Q$ if $Q$ is even, and two if $Q$ is odd, distinguished by $\kappa(X)$.

Note that, when $Q_{X}$ is odd and $\kappa(X)=1$, then $X$ does not admit a smooth structure. However, $\kappa(X)=0$ does not guarantee that $X$ is smoothable.

In Theorem 4.2.5, we saw that the indefinite forms have a simple classification. On the other hand, there is a wild world of definite forms. The following surprising result of Donaldson [10] implies that most of these forms do not arise as intersection forms of smooth 4-manifolds:

Theorem 4.2.10. Let $X$ be a closed, smooth, simply-connected 4-manifold such that $Q_{X}$ is positive (or negative) definite. Then $Q_{X}$ is diagonalisable; i.e., isomorphic to $n(1)$ (or $n(-1)$ ).

Combined with Freedman's theorem, we obtain that every smooth, definite 4 -manifold is homeomorphic to either $\#_{n} \mathbb{C P}^{2}$ or $\#_{n} \overline{\mathbb{C P}}^{2}$.

By Theorem 4.2.5, indefinite forms are determined by their rank, signature, and type. In particular, the indefinite odd forms are $k(1) \oplus l(-1)$, so every 4-manifold with such an intersection form is homeomorphic to $k \mathbb{C P}^{2} \# l \overline{\mathbb{C P}}^{2}$ for $k, l>0$.

What remains open is the geography problem for smooth, indefinite, even (i.e., spin) 4-manifolds. Namely, which of these intersection forms are represented by smooth 4-manifolds. Up to homeomorphism, they are all determined by their rank and signature. And we have seen that they have intersection forms $2 k E_{8} \oplus l H$ for $k \in \mathbb{Z}$ and $l>0$. We can suppose that $k \geq 0$ by possibly reversing the orientation of the manifold. If $l \geq 3 k$, then $2 k E_{8} \oplus l H$ is the intersection form of $k K 3 \#(l-3 k)\left(S^{2} \times S^{2}\right)$. The condition $l \geq 3 k$ is equivalent to $b_{2}(X) \geq \frac{11}{8} \sigma(X)$. The $\frac{11}{8}$-conjecture states that this condition is also necessary for $2 k E_{8} \oplus l H$ to be the intersection form of a smooth, simply-connected 4-manifold. The best known result, due to Furuta [14], states that $b_{2}(X) \geq \frac{10}{8} \sigma(X)$ for every smooth, indefinite, even 4-manifold.

Another difficult question is the classification of smooth structures up to diffeomorphism on a given topological 4-manifold. We have seen that in higher dimensions, there are manifolds that admit more than one smooth structure, but the number is always finite. In dimensions below 4, every manifold admits a unique smooth structure. In contrast, Taubes has shown that $\mathbb{R}^{4}$ admits continuum many non-diffeomorphic smooth structures. Note that $\mathbb{R}^{n}$ has a unique smooth structure for $n \neq 4$.

If $X$ is a closed topological 4-manifold, then it can be represented by a finite Kirby diagram, and hence admits at most countably infinite pairwise nondiffeomorphic smooth structures. The K3 surface, for example, admits infinitely many smooth structures, and so does $\mathbb{C P}^{2} \# k \overline{\mathbb{C P}}^{2}$ for $k \geq 3$. There is no known example of a smooth 4-manifold that admits only finitely many smooth structures. One of the most difficult open problems in topology is the smooth 4-dimensional Poincaré conjecture, which asks whether $S^{4}$ admits a unique smooth structure. To distinguish smooth structures, the main tool is the Seiberg-Witten invariant. For
an introduction, see the book of Morgan [49]. However, this is only defined when $b_{2}^{+}(M)>0$.

For a thorough and entertaining overview of 4-manifold topology, see the book of Scorpan [64].
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