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10. Free and bound variables

Recall Example 9.3: The formula

¢ = VaoVr1(f(z0,72) = f(21,22) = o = 1)

e is true in (Z;-) under any assignment v
with v(zo) = 2,
e but false when v(xzs) = 0.

Whether or not A = ¢[v] depends on v(xso)
but not on v(xzg) or v(xy).

This is because all occurrences of xg and x1
in ¢ are subordinate to the corresponding
quantifiers Vxg and V.

We say that these occurrences are bound,
while the occurrence of x5 is free.
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10.1 Definition
Let £ be a first-order language, ¢ an
L-formula, and x € {zg,x1,...} a variable.

An occurrence of x in ¢ is free, if
(i) ¢ is atomic; or
(i) ¢ = resp. ¢ = (x — p),
and the occurrence of x is free in ¢ resp.
in x or in p; or
(iii) ¢ = Vz;v, and x #= z;, and the occurrence
of x is free in 4.

The variables which occur free in ¢ are called
the free variables of ¢,

Free(¢) := {z; : x; occurs free in ¢}.

An occurrence which is not free is bound.
In particular, if ¢ = Vx;0, then any occurrence
of x; in ¢ is bound.

10.2 Example

(FzoP(20, 21 )VVE1(P(20, 21 ) — 0P (20, 21)))
bnd free free bnd bnd bnd
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10.3 Lemma

Let L be a language, let A be an L-structure,
let v1, vo be assignments in A, and let ¢ be
an L-formula.

Suppose vy (x;) = vo(x;) for every variable x;
with a free occurrence in ¢.

T hen
A |= ¢olv1] iff A = olvo].

Proof:
For ¢ atomic: exercise.

Now use induction on the length of ¢.
If g =) or ¢ = (x — p), this is
straightforward.
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SO say ¢ = Vx;.
IH: Assume the Lemma holds for .

Suppose A = Vz;y[v]. (%)
We want to show A = Vx;v[vs]. SO suppose
v§ agrees with vy except possibly at x;;

we want to show A = ¢[v3].

vi(x;) ifj=1
Then fu{ agrees with v except possibly at z;.
So by (%), A = ¢¥[vy].

Let fu{(q;j) — { v1(:r:j) it 7 %1

Now suppose x; OCCUrsS free in 2.
We show v3(z;) = vi(z;).
If 5 =1, this is by definition of v7.

If y =1, then x; OCCUrS free in ¢, so

v3(x;) = vo(x;) = v1(z;) = vi(xj).
So by IH, A = v[v3], as required

L]
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10.4 Corollary

Let L be a language, and let o, 3 € Form(L).
Assume the variable x; has no free occurrence
in o (i.e. x; & Free(a)). Then

= (Voi(a = B) = (a — Va;8)).

Proof:

Let A be an L-structure and let v be an
assignment in A such that

A = Vz;(a — B)[v]. (%)

To show: A= (a — Vx;6)[v].

So suppose A = alv].
To show: A = Vz,;B[v].

So let v* be an assignment agreeing with v
except possibly at x;.
To show: A = B[v*].

x; is not free in a =193 A = a[v”]
(x) = A= (a = B)[v*]
= A = Blv*]. O

Lec 10 - 5/9



10.5 Definition

A formula o with no free (occurrences of)
variables is called a statement or a
sentence.

Then (by 10.3) for any L-structure A,
whether or not A |= o[v] does not depend on
the choice of assignment v.

So we write
AE=o

if A= o[v] for some/all v.
Say: o is true in A, or A is a model of o.

(~ ‘Model Theory'")
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10.6 Example

Let £ = {f,c} be a language, where f is a
binary function symbol, and ¢ is a constant
symbol.

Consider the sentences (writing x,y, 2 for
x073317x2)
o1 VaVyVz[f(z, f(y,2)) = f(f(z,y), 2)

oo @ VxIy(f(z,y) =cA f(y,z) =c)
o3 . Ve(f(x,c) =z A f(c,x) = x)

and let o = (o1 Ao A o3)
Let A= (A;-,e) be an L-structure (i.e. - is an
interpretation of f, and e is an interpretation

of ¢).

Then A = o iff A is a group.

Lec 10 - 7/9



10.7 Example
Let £ = {F} with E a binary relation symbol.
Consider

71 . VaFE(x,x)

T 1 VaVy(E(z,y) < E(y,z))

3. VaVyVz(E(x,y) — (E(y,z) — E(x,2)))
Then for any L-structure (A; R):
(A; Ry = \; 7; iff R is an equivalence relation
on A.

Note: Many mathematical concepts can be
naturally expressed by first-order formulas.
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10.8 Example
Let < be a binary predicate symbol,
L := {<}. Consider the sentence

o =VaVyVz (mz < x
ANlz<yVez=yVy<ux)
Nz<yAhy<z)—z<z)
ANMz<y—TJw(xz<wAw<y))
ANdJww<cx
A Jw x < w).

This axiomatises a dense linear order
without endpoints. In particular, (Q; <) =0
and (R; <) =o.

But: ‘Completeness’ of (R; <) is not captured
by the first-order language L, but rather in
second-order terms, meaning that we also
allow quantification over subsets of R:

VA,B CR(A < B — 3c € R(A < {c} < B)),

writing A < B to mean that a < b for every
a € A and every b € B, similarly for A < B.
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