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Abandoning Objective Functions
       Prizing Novelty
• Novelty Search*: what is it*?

• Meta objectives: (i) range of exploration and (ii) leaving “no holes” or no systematic 
holes (iii) a feasible (tolerable) set

• Searching within distinct types of parameter space: for non-unique novel solutions 
(random element of Markov serach chains)

• Applications to search and generating novel solutions to problems

• General/Strategic applications to innovation and risk-taking

• Aim is to give Advice

* NOT to be confused with “novelty detection” : single class (normal) supervised discrimination





Parameter space – any metric space



Build an archive of trial points

• Add successive points to the archive, A, a subset of  parameter 
metric space X

• Reward/prefer novelty

• Add new points to A provided they are far enough (> e) away from A 



















Advice for Desperate Searchers
• If the parameter space is finite or else is compact within n-dim Euclidean space 

• The random archive packing is possible, yet may take computational effort to squeeze it out.
• We recommend pseudo-lattice methods, which avoid rectilinear alignments yet also limit 

clustering, such as the use of Halton points for the archive generation.

• If the parameter space, is unbounded within n-dim Euclidean space where packing (the existence 
of unexplored voids) is very important, then any  exhaustive is search impossible. 
• Archive methods using mutations equivalent to Brownian motion 
• Recency-bias in parent selection so the archive are grown efficiently 
• As the dimension  becomes large though,  diffusion may be far too slow.

• If the parameter space is unbounded in within n-dim Euclidean space where packing  is far less 
important than achieving  a wide reach (a large sampling variation), 
• We recommend Levy flights (occasional, very large, jumps). 
• This is explorative (and known to be effective within foraging). 

• If the parameter space is an infinite dimensional (usually a function space) 
• packing is impossible (even for the unit ball: one may always add new elements equidistant from all existing members of an archive).  
• Choosing a suitable basis (compactly supported wavelets?)
• The only relevant aim can be reach/exploration



This project

• Devise ways in which to generate archives via random walks in a 
functional space (Levy flights, diffusion,…)
• Take L2[W]  where W has dimension 1 (say [0,1]) or higher, say 2.

• Devise suitable performance measures to evaluate and exploit 
novelty 


