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The natural numbers and induction



Definition A nahmlnu_mw in a member of the sequence 0
, 1,2 , . . . . formed by

starting from 0 and successively adding 1
.

We write IN = { 0 , 1,2. . . . . } .

Remak 0 i sometimes included in 1N , and sometimes not .

• We can add and multiply natural numbers .

So if Min c- IN then Mt n and

mxn are also natural numbers . ( mxn i often written mn )
• Two important natural numbers are 0 and I

,
which are the additive and multiplicative

identity
,

i. e. for any n c- IN , n to = n and n ✗ I = n
.

• the natural numbers have an asking , so we can write things like men .

Definition let M
,
n c- IN

.
We write me n to mean that there exits a nahml

number K such that mtk = n
.



'

the
'

( Principle of mathematical induction )
.

Let Pln) be a family of statements
indexed by the naturel number

. Suppose Ii) Plo ) is true
,
and Iii) for any

new
,

if Pla ) is true then Plnti ) is true . Then Rn) is true for all NE1N
.

TIMID . . . .
.

É
n

Proportion For
any NE1N , [ k =

'

-2^1^+1 )
k=o

proof : Plo) is true
,
since for n=o

,
LHS =o I RH 5=0

.

Suppose Pln) is true .

Then
←fusing the inductive hypothesis. ]

"Ék = { k + Intl ) =
'

-2^1^1-11 t 1^+1 ) = { 1^+111^+2 )k=o 4=0

So PINH) is also true . By induchin , PIN is true for all NE1N
. ☐



theorem (strong induction) let Pla) be a family of shknenk indexed by IN .

Suppose ( i ) Plo) is true ,
and Iii) for any new , if Plo)

,
PIN

,
- . .

.
Rn ) are true

,

then Anti ) is true .

Then Rn ) is the fur all n c- IN
.

proof : Define Qln ) to be the statement
'

Mh ) is the fur k=o, I
, .
. . .

,
n

'

.
then

we know that Ii) Qld is true
,

and Iii ) for any new, if Qln ) is true ,
then

① Inti ) is true
,
so by induction , Qln ) is true for all a c- IN

.

Hence Ma ) is true for all NE1N
.

☐



Pnpmhwi : Every natural number greater than I can be expressed as a product

of one or more primes .

proof : let Plnl be the thknent that n can be expressed as a product of primes
.

P12) is true since 2 is itself prime .
let ns 2

,

and suppose that P (m) holds for all men
.

If n vi prime , then Pfn) is true
.

If n is not prime , then n = rs for

some r
,
s c- IN

,
with r

,
s < n

. By inductive hypothesis; r and s can be

expressed as products of Mris , and hence so can n = rs
.

So Pla) is true
.

By strong induction , Ph ) holds for all n c- IN
.

☐
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Definition (additional IN ) Define addition by the rules that
, for any ME1N,

Ii) Mt 0 = M

Iii) for any NE1N, M + In + 1) = (m + a) + 1

Proportion Addition is associative , i.e. for any ×
, y ,

2- c-A

✗ + ly +2-7 = (✗ + g) + 2- ④
proof ; we induct an 2- . For 2- = 0

,

LHS = ✗ + ly + o ) = ✗ + y (using lit from the defn ]
= (I + y) to = RHS

Suppose ⑧ holds for 2- =n
.

then fw 2- =n+l
,

LHS = ✗ t (y +1^+1) ) = ✗ + fly +n ) + 1) funny Iii) fun the diff
.

= ( ✗ tlytn ) ) t 1 "

= (pity / + n ) + I funny inductive hypothesis
. }

.

= (✗ +g) + 1^+1 ) = RHS
So⑧ holds for 2-= ntl . By induction , ④ holds for all 2- c- IN

.



Proponhai /well -ordering property of the natural number )

Every non - empty subset of 1N has a heart element .
Prof : Assume

,
for a contradiction

,

that S is a non -empty subset of IN that does

not have a lean element
.

Consider S* = {n EN : n ¢5 } .

Note that 0£ 5$
,
since 0 ¢5 else it wwdd be the heart element

.

If 0
,
I
,
. .

.
-

,
n E S? then n+ I ¢5 ,

else it wwuld be the heart element
.

So n +1£ S*

By strong ihduchai , he s* for all NE1N .
Hence S is empty , a contradiction .☒ ?

☐



lecture
the binomial theorem & an introduction to sets



Definition For n
,
KE1N

,
we define bnhomialcoefhint an

(E) = ^c
,
=
±
In- hi ! K !

& " "" / / 1,1--0 for K > n)
( Note : 0 ! = 1)
There appear in

Pascal 's huge n=o I

n = I 1 I

n= 2 I 2 I
A- 3

I 3 3 I

kmma- let n ,h c- IN with Is Ken
,
then

II. I +111=1 :')
pmf : Ms = Iln-ktililn.int/n&:u:---+-h-)--,n+It.?j-:w.--RHsln-kti)!k!

☐



Theory /binomial theorem ) .

let a. y
be real or complex numbers , and

let n c- IN
.

then

I✗ +g)
^

= £ / f) ✗
"

y
""

k=o

proof : We use induction in n .

For n--0
,
LHS = I & RHS =\

,
so true for n=u .

Suppose the fun ,
and consider ntl

,

1×+41
" "

= la +g) pity )^ = (x +g) £ th ) ✗
"

y
""

finduchrihypohenif.hu
= É (f) ✗

""

y
""

+ & (1) ✗ "y
"""

k=o
4=0



= x
" '

+ É ( Ii ) x
""

y
""

+ £ (g) any
^ "- h

+ y^
"

k^=o 4=1
I -
- K - I

= a
" '

+ { µ ,
/ ✗
"

y
"""

+ (1) ✗
"

y
"") + y

" '

k=I

= x
" 't £ I :') ✗

"

y
"""

+ y
" ' funny the lemma)

.

4=1

= É /
"

f) ✗
"

y
"""

= Rus
Kao

By induction , the result holds for all NE1N
.

☐
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A set is a collective of objects .

the objects are called the elements or member .

We write the set with elements 4,92 , - . . - , an an { 9. az , - - . . , an } .

Definition A is a subset of S if every element of A is an element of S
.

We write A c- 5
.

If A =/ S , it is called a pair fussy .

Definition The empty set 0 ui the set with no elements
.

Exempts • { n c- IN : n divisible by 2 } E IN ci the set of even natural numbers
.

• I in the set of integers { 0 ,
± 1

,
I 2

,
- - - }

• ④ ii the set of mhanal numbers { 1 : men c- I
,
n > o }

• IR in the set of real numbers .

• 6 ui the set of complex numbers { a + ib : Gb c- R } where i =fi
• Mmn HR) vi the set of m by a Mahler with real coefficients .

• { ① , }



We also have interns ( subsets of IR ) : if a.be/R with a Eb

(a. b) = { IE1R : a ex < b } la , b) = {KE1R : as xsb }

law ) = { ✗ c- IR : x > a } I - a. b) = {✗ c- R : ✗ E b }

Definition The peel of a set A , denoted P (A)
,
is the set of all subsets of A

.

eg .
A = {on } .

then P1A ) = { 0
,
{ o } , { I } ,

{ on} }

Remote Note that a ñ not the same thing as {a } .



We can combine two elements a
,
b as an arderedp-air.la , b) .

If a ,b c- IR , Mui is just a nectar .

Definition Given sets A and B
,

the Cwknanp~uct A ✗ B u the set of all

ordered pain (ab ) where he A- and b E B
. If B = A

,
then we write A ✗A = A

'

ey . If A = IR
,
then the Catman product i IR ? the set of all part on a plane .

More generally , A
,
✗ A
,
✗ . - . .

✗ An vi the set of all ordered n - tuples (aaaa . - , Gn ) .

If Ai are all the same
,
we write this as A

^

.

Warning /Russel 's paradox) suppose we try K define the set
H = { sets : S4S}

If HE H , then by definition of H , H4H ☒

If H ¢ H ,
then it satisfies the Cardi has such that HE H ☒



Leche

Algebra of sets , truth takes , cardinality



Definitions Given subset A and B of a set 5, we define

• the union AUB = { ✗ c- S : ✗ c- A ar x c- B }
• the intersection An B = { see S : ✗ c-A and ✗ c- B }

• the complement A
'

= { ✗ c- 5 : ✗ 4- A }
• the setdiffeuu A1B = { ✗ c- A : ✗ ¢ B }

'

Definitive Two Sek are disjoint if An B = ¢ .

If { Ai } ii a family of his sets
,
indexed by itI leg . a subset of 1N ) , then

µ
,

Ai -- { ✗ c- S : ✗ c-Aifv some ieI} ,Ai= { ✗ c- S : ✗ c-Ai fu all ii. I}



Proportion (double inclusion ) For two sets A. B E S

A = B if and only if AEB and BE A

proof . Suppose A = B .

Then every element of A ni anderent of B. So AEB
. Similarly , BEA .

Conversely , suppose AEB and BE A .

For any KE5 , if ✗ c-A
,
her since AEB

,
✗c- B

.

If KE1A
,

then since BEA
,
2¢ B

.

So the elements of A- and B are the same .ie . A =D
;]

Proportion (distributive laws ) let A ,B , C E S .

then

Ii) AV1B nc ) = IAUB) MAU C)

In) An IBUC ) = ( An B) U (AAC ) c

pmfU : suppose ✗ ELHS .

then ✗ c- A w (✗ c- Bad ✗ c- C)
.

In either case
,
If AUB

and XE AUC
,
so ✗ c- RHS

.

ii. LH5E RH5
.

Conversely , suppose KERNS .

Then ✗
'

c- AUB and KEAVC
. Either ✗ c- A

,
or
,

if x&A then ✗ c-Bad ✗ c- C (and therefore I C- BAR) . Hence ✗ £ AUIBNC ) = LHS .

So LATE RAS .

Hence
, by double ihdunai, LH5 = RHS ☐

RHS LHS



Proportion 1De Morgan 's laws ) let A ,
B be subsets of S .

Then

Ii ) ( AU B)
'

= A
'

n B
'

Ii) (AAB ) ' = A
'

U B
'

pmfof : Suppose ✗ c- IAUB ) ? then x is not in either A or B
,
so ✗ c- A' and ✗ c- Be

,

so ✗ c- A
'

n B ?

Conversely , suppose ✗c- A
'

n B ? then I -4A and ✗ ¢ B
,

so ✗ is in

neither A nor B
.

Hence a ¢ AUB.ie. I C- (AvB)
°

.

By double inclusion (AvB)
'

= A 'n B
'

.

☐

De Morgen 's 1am extend K families of sets :

if
,

Ai ): nai &if.fi/'=UAiic-I
itI
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TmRbkhs_ these provide an alternative method for pruning set identities .

We put T1F in the bike to catalogue the different

cases of whether a gun
element ui in or out of each set

.

T F T

TIT_T_

We can use Rui K pme the Magen 's law (AnB)
'

= A
'
U B
'

F.fi:5#::E::E::T-T.T--TFFFFn-
The fact that these two alums are the same than that these two sets are equal.



Definition ( finitemen and cardinality for finite set )

§ in finite and has cardinality 101=0 .

A set 5 is finite with cardinality

1st = n + 1 if there exists an element s c- 5 such that 15Us } / = n for some

NE1N
.
Otherwise the set S 13 said to be infinite .

It follow that Is I ii the number of distinct element in S
.

( eg . S = { I : mine I
,
0 am

,
n s 10° } ii finite ,

and IS / = ? ]

prponhai let A ,
B be finite Seth

.
then I AUBI = IA11-1BI - I AABI

.

proof : see problem sheet
.



proportion ( subset of a finite set) .

let A be a finite set, with IA1 = n . Then I P(A)1=2!

Pff . We use induction
.

For n=o
,
A = ¢ , and P10 ) = { 0 }

,
which has IP10 ) / = I = 2°

.

Suppose the result holds fun , and let A hare IA1 = at 1
.

then there ethh Save a c- A such that A) { a} = A
'

has cardinality 1A
'

I =n
.

Any Asset of A either canhum a or not . So we can write

P(A) = P1A '

) U { SU { a} :S c- play} .

These two set are disjoint , and
each has cardinality IP1A ' ) / = 2 ^

, by the inductive hypothermia
Hence IP1A ) / = 2^+2

^

= 2^+1
.

By induction ,
the result holds for all RE1N. ☐

For infinite Seti
,
note IN C- I E ① ER

,
but IN / =/ It =/ ④ I < IR1



Leche

Logical nothin , relations , and equivalence relations



We deal with Ichi of logical statement or assertions , ey .

P :
'

n --2
'

Q :
'

n is even
'

R :
'

there exists ×
, y ,

2- c- It such that is + y
'
= z ? '

We can combine statements
,
or negate Shkreli :

PVQ mean
'

P or Q
'

eg .
'

n i even
'

p n Q means
'

P and Q
'

'

n = 2
'

TP means
'

not P
'

'
n =/ 2

'

there ui a direct analogy between
'

wi
'
and '

,
and hit

'

,
and

'

umm
' iinkrkchai ' and '

complement !
and they therefore obey the Magen 's Ian :

Ii) not IP or a) = (not P)md /not a)
lid not IP and QI = (not P) or /not a)

.



We write P ⇒ Q to mean
'

P implies Q
'

,
or

'

If P then Q
'

.

We write P# Q b- mean P⇒ Q and Q ⇒ P
,
or

'

P if and only if Q
'

,
or

'

P is equivalent Q
'

.
Some people write

'

iff !

We write V- to men
'

for all
'

leg . Knew) , or
'

for every
'

. - neural quantifier
we write 7- to mean

'

here exists
'

leg . ]- ✗ c-R sir
.
✗2=4 ) - the existential

Tqunhtir
We write 7 ! to mean

'

here exists unique
' (eg . 7 ! IE1R sir. ✗2=0 )

Proof of the double inclusion principle 1 A = B ⇐ AEB and BEA)
.
.

-

A=B ⇐ ttxes ( ✗ c- A ⇐ ✗ c-B)
⇐ V- x c- 5 IDEA =) ✗ c- B and ✗ c- B ⇒ ✗ c-A)
⇒ AEB and BE A ☐
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Definition A relangi R on sets A and B in a subset of A ✗ B . If tails ) c- R
,

we write aRb .
(often A = B)

Exempt If A = B = { 1,2 , 3 } .
Then

I = { ( 1111
, 11,21 , I 1,3 ) , 12 , 2) , 143 ) , 13,3 ) }

'
=
'

= { It , 1) , 142 ) , 13 , 31 }
If S ui the set of students at Oxford , and C vi the set of colleges , then we

-

define R such that for any SE5, CEC , SRC ⇐) s vi a member of c.

Definitions let s be a set and R a relation an S
.
then

Ii ) Roi reflexive if ✗Rx for all ✗ c- S
.

Iii) R is symmetric if whenever ✗Ry her yRx for all My c- Sµ,yes, ✗Ry ⇒ yRx]
Iiii R in antisymmetric it wherever ✗Ry and y Rx then ✗=y .

liv) R is transitive it wherever ✗Ry and yR 2- then ✗ Rz
.



Examples E an IR in reflexive , not symmetric , is anti -symmetric , and is transitive .

=/ on IR is not reflexive , is symmetric , not anti - symmetric , and It bhnsnhri

Definition A relative R vi called apH order if it oi reflexive , anti - symmetric and hhnsnhri .
It's called aWhitaker if fray 7,yes , either ✗Ry ar yRx .

leg .

'

dudes
'

on IN - denoted
'

I
'

- ri an example of a Pahat order that is not a Wheel only

Exanpte let n 72, and define R on 2 by aRb ⇐ b- a ii a multiple of n .

This is angmenumodul=
R in reflexive , and symmetric , and transitive

( a Rb and bRc =) b-a = kn and c-b = In for some kid c-I

y⇒ c- a = 1kt An ⇒ aRc



Definition Ardahan R on a set s i arquien
.

If N n reflex ie,

symmetric and transitive . In this case
,
we write it as ~

Example 5=2
,
and ~ in congruence modulo n ( we write an b as a = b mod n )

5 = ① and 2- ~ w <⇒ 12-1=1WI

S = {set of polygons in R
'

} and ~ is
congruence .

5 = Ma IR ) ñ the set of n in matrices with real coefficient , and ~ is

similarity of matrices ( An B (⇒ 3- an inner,ble matrix P sir. A=P
"
B P )

Definition Given an equivalence relation ~ on a set S
,
and given an element a c- 5

,

we define quinn of × as

I = { yes : ynx }



DEE A partition of a set S in a collection of non-empty disjoint subsets , whose
union is S

.

( { Ai : i c-I } such that Ai=/ 0 fw all i c-I , U Ai = 5 , and Ain Aj=o for it;)i c-I

Given a pwhm of a set S, we can define an equivalence relation ~ by saying that
any ⇒ ✗ and y are in the same part of the pahhin .

Except If S ui the set of Oxford student , we can park has according to colleges, and
then ✗ ~ y if ✗ and y are at the sane college .

Proposition Given an equivalence rdahn
'

~ on a set S
,
the equivalence classes firm a

partition of S .


