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Abstract

These notes are, for the main part, based on chapters of the book
[DK18], with additional text from the lecture notes of Dan Segal, whom
I would like to thank for kindly sharing his notes with me.

1 Notation and terminology
With very few exceptions, in a group G we use the multiplication sign · to denote
its binary operation. We denote its identity element either by e or by 1. We
denote the inverse of an element g ∈ G by g−1.

For abelian groups the neutral element may also be denoted by 0, the inverse
of x by −x and the binary operation by +. We will also frequently use the
notation mg or m · g for the m-fold sum

g + . . .+ g︸ ︷︷ ︸
m times

,

with m ∈ N. This extends to m ∈ Z by declaring that

0 · g = 0 ∈ G

and that
−(m · g) = (−m) · g.

We use the notation
[x, y] = xyx−1y−1

for the commutator of elements x, y of a group G.
A surjective homomorphism is called an epimorphism, while an injective ho-

momorphism is called a monomorphism. If two groups G and G′ are isomorphic
we write G ' G′. An isomorphism of groups ϕ : G→ G is also called an auto-
morphism. In what follows, we denote by Aut(G) the group of automorphisms
of G.

We use the notation H < G or H 6 G to denote that H is a subgroup in G.
Given a subgroup H in G:
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• the order |H| of H is its cardinality;

• the index of H in G, denoted |G : H|, is the common cardinality of the
quotients G/H and H\G.

We use the notation H C G to denote that H is a normal subgroup of G.

For every positive integer m we denote by Zm the cyclic group of order m,
Z/mZ . Given x, y ∈ G we let xy denote the conjugation of x by y, i.e. yxy−1.

We say that two elements a and b in a group G are conjugate if there exists
c ∈ G with b = ac.

If G is a group and Y is a subset of G then the subgroup generated by Y ,
denoted by 〈Y 〉, is the smallest subgroup of G that contains Y , namely the set
composed of the identity and of all products y±1

1 . . . y±1
n with yi ∈ Y, n ≥ 1. For

homogeneity of notation, we make the convention that the identity corresponds
to the case of a product (or word) as above with n = 0, that is, an empty
product (or word). We say that Y generates G if 〈Y 〉 = G. See Revision notes
for further details.

The order of an element g in a group (G, ·) is the order of the subgroup
〈g〉 of G generated by g. In other words, the order of g is the minimal positive
integer n such that gn = 1. If no such integer exists, then g is said to be of
infinite order. In this case, 〈g〉 is isomorphic to Z.
Definition 1.1. A group G is a torsion group if all its elements have finite order.

A group G is said to be without torsion (or torsion-free) if all its non-trivial
elements have infinite order.

Note that the subset TorG = {g ∈ G | g of finite order} of the group G,
sometimes called the torsion of G, is in general not a subgroup.

Definition 1.2. A group G is said to have property * virtually if some finite-index
subgroup H of G has the property *.

For instance, a group is virtually torsion-free if it contains a torsion-free
subgroup of finite index, a group is virtually abelian if it contains an abelian
subgroup of finite index and a virtually free group is a group that contains a free
subgroup of finite index.

2 Direct sums and wreath products
When providing examples, the following two constructions of groups will be very
useful.

LetX be a non-empty set, and let G = {Gx | x ∈ X} be a collection of groups
indexed by X. Consider the set of maps Mapf (X,G) with finite support, i.e.

Mapf (X,G) := {f : X →
⊔
x∈X

Gx | f(x) ∈ Gx , f(x) 6= 1Gx

for only finitely many x ∈ X} .
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Definition 2.1. The direct sum
⊕

x∈X Gx is defined as Mapf (X,G), endowed
with the pointwise multiplication of functions:

(f · g) (x) = f(x) · g(x) , ∀x ∈ X.

Clearly, if Ax are abelian groups, then
⊕

x∈X Ax is abelian.
When Gx = G is the same group for all x ∈ X, the direct sum is the set of

maps

Mapf (X,G) := {f : X → G | f(x) 6= 1G for only finitely many x ∈ X} ,

and we denote it either by
⊕

x∈X G or by G⊕X .

If, in this latter case, the set X is itself a group H, then there is a natural
action of H on the direct sum, defined by

ϕ : H → Aut

(⊕
h∈H

G

)
, ϕ(h)f(x) = f(h−1x) , ∀x ∈ H .

Thus, we define the semidirect product(⊕
h∈H

G

)
oϕ H . (1)

Definition 2.2. The semidirect product (1) is called the wreath product of G with
H, and it is denoted by G o H. The wreath product G = Z2 o Z is called the
lamplighter group.

3 Finitely generated and finitely presented groups

3.1 Finitely generated groups
A group that has a finite generating set is called finitely generated.

Definition 3.1. The rank of a finitely generated group G, denoted rank (G), is
the minimal number of generators of G.

Exercise 3.2. Show that every finitely generated group is countable.

Examples 3.3. 1. The group (Z,+) is finitely generated by both {1} and
{−1}. Also, any set {p, q} of coprime integers generates Z.

2. The group (Q,+) is not finitely generated.

Exercise 3.4. Prove that the transposition (12) and the cycle (12 . . . n) generate
the permutation group Sn.

Remarks 3.5. Every quotient Ḡ of a finitely generated group G is finitely gen-
erated; we can take as generators of Ḡ the images of the generators of G.
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The converse of the above statement is clearly not true, the fact that a
quotient G/N is finitely generated does not imply anything on the group, one
needs to add an extra assumption: if N is a normal subgroup of G, and both N
and G/N are finitely generated, then G is finitely generated. In terms of short
exact sequences, this can be reformulated as follows

Lemma 3.6. Suppose that we have a short exact sequence of groups

{1} −→ G1
i−→ G2

π−→ G3 −→ {1} , (2)

such that the groups G1, G3 are finitely generated. Then G2 is also finitely
generated.

Proof. See Ex. Sheet 1.

We will see in examples below that if N is a normal subgroup in a group
G and G is finitely generated, it does not necessarily follow that N is finitely
generated (not even if G is a semidirect product of N and G/N).
Example 3.7. Let G be the wreath product Z o Z ∼= N n Z, where N is the
(countably) infinite direct sum of copies of Z. Then G is 2-generated. On the
other hand, the subgroup N is not finitely generated (see Ex. Sheet 1).
Example 3.8. Let H be the group of permutations of Z generated by the trans-
position t = (01) and the translation map s(i) = i+ 1. Let Hi be the group of
permutations of Z supported on [−i, i] = {−i,−i+ 1, . . . , 0, 1, . . . , i− 1, i}, and
let Hω be the group of finitely supported permutations of Z (i.e. the group of
bijections f : Z→ Z such that f is the identity outside a finite subset of Z),

Hω =

∞⋃
i=0

Hi .

Then Hω is a normal subgroup in H and H/Hω ' Z, while Hω is not finitely
generated. (Ex. Sheet 1).

We will see later that a finite index subgroup of a finitely generated group
is always finitely generated (Lemma 3.32).

Below we describe a finite generating set for the group GL(n,Z). In the
proof we use the elementary matrices Ni,j = In + Ei,j (i 6= j); here In is the
identity n× n matrix and the matrix Ei,j has a unique non-zero entry 1 in the
intersection of the i–th row and the j–th column.

Proposition 3.9. The group GL(n,Z) is generated by

s1 =



0 . . . . . . 0 1

1
. . .

... 0

0
. . . . . .

...
...

...
. . . . . . . . .

...
...

...
. . . . . . 0

...
0 . . . . . . 0 1 0


, s2 =


0 1 0 . . . 0 0
1 0 0 . . . 0 0
0 0 1 . . . 0 0
. . . . . . . . . . . . . . . . . .
0 0 0 . . . 1 0
0 0 0 . . . 0 1

 ,
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s3 =


1 1 0 . . . 0 0
0 1 0 . . . 0 0
0 0 1 . . . 0 0
. . . . . . . . . . . . . . . . . .
0 0 0 . . . 1 0
0 0 0 . . . 0 1

 , s4 =


−1 0 0 . . . 0 0
0 1 0 . . . 0 0
0 0 1 . . . 0 0
. . . . . . . . . . . . . . . . . .
0 0 0 . . . 1 0
0 0 0 . . . 0 1

 .

Proof. Step 1. The permutation group Sn acts (effectively) on Zn by permut-
ing the basis vectors; we thus obtain a monomorphism ϕ : Sn → GL(n,Z), so
that ϕ(12 . . . n) = s1, ϕ(12) = s2. Consider now the corresponding action of
Sn on n × n matrices. Multiplication of a matrix by s1 on the left permutes
rows cyclically, multiplication to the right does the same with columns. Multi-
plication by s2 on the left swaps the first two rows, multiplication to the right
does the same with columns. Therefore, by multiplying an elementary matrix
A by appropriate products of s1, s

−1
1 and s2 on the left and on the right, we

obtain the matrix s3. In view of Exercise 3.4, the permutation (12 . . . n) and the
transposition (12) generate the permutation group Sn. Thus, every elementary
matrix Nij is a product of s1, s

−1
1 , s2 and s3.

Let dj denote the diagonal matrix with diagonal entries

(1, . . . , 1,−1, 1, . . . 1),

where −1 occurs in j-th place. Thus, d1 = s4. The same argument as above
shows that for every dj and s = (1j) ∈ Sn, sdjs = d1. Thus, all diagonal
matrices dj belong to the subgroup generated by s1, s2 and s4.

Step 2. Now, let g be an arbitrary element in GL(n,Z). Let a1, . . . , an be
the entries of the first column of g. We will prove that there exists an element p
in 〈s1, s2, s3, s4〉 ⊂ GL(n,Z), such that pg has the entries 1, 0, . . . , 0 in its first
column. We argue by induction on k = C1(g) = |a1| + · · · + |an|. Note that
k > 1. If k = 1, then (a1, . . . , an) is a permutation of (±1, 0, . . . , 0); hence, it
suffices to take p in 〈s1 , s2, s4〉 permuting the rows so as to obtain 1, 0, . . . , 0 in
the first column.

Assume that the statement is true for all integers 1 6 i < k; we will prove
it for k. After to permuting rows and multiplying by d1 = s4 and d2, we
may assume that a1 > a2 > 0. Then N1,2d2g has the following entries in the
first column: a1 − a2,−a2, a3, . . . an. Therefore, C1 (N1,2d2g) < C1(g) . By
the induction assumption, there exists an element p of 〈s1, s2, s3, s4〉 such that
pN1,2d2g has the entries of its first column equal to 1, 0, . . . , 0. This proves the
claim.

Step 3. We leave it to the reader to check that for every pair of ma-
trices A,B ∈ GL(n − 1,R) and row vectors L = (l1, . . . , ln−1) and M =
(m1, . . . ,mn−1) (

1 L
0 A

)
·
(

1 M
0 B

)
=

(
1 M + LB
0 AB

)
.
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Therefore, the set of matrices{(
1 L
0 A

)
; A ∈ GL(n− 1,Z) , L ∈ Zn−1

}
is a subgroup of GL(n,Z) isomorphic to Zn−1 oGL(n− 1,Z) .

Using this, an induction on n and Step 2, one shows that there exists an
element p in 〈s1, s2, s3, s4〉 such that pg is upper triangular and with entries
on the diagonal equal to 1. It therefore suffices to prove that every integer
upper triangular matrix as above is in 〈s1, s2, s3, s4〉. This can be done for
instance by multiplying such a matrix to the right with matrices of the form
d1N

a1i
1i d1, until all the entries on the first row become zero, except the diagonal

one which remains 1; then by multiplying with d2N
a2i
2i d2 to perform the same

operation on the second row etc. In the end we obtain the identity matrix, and
can therefore deduce that every integer upper triangular matrix with entries
on the diagonal equal to 1 is a product of matrices di, i ∈ {1, 2, . . . , n}, and
Njk, j, k ∈ {1, 2, . . . , n}, and is therefore in 〈s1, s2, s3, s4〉.

3.2 Free groups
What is the ‘largest’ group that can be generated by a set with n elements
(more generally, a set of a given cardinality) ? Such a group G, generated by
a set of n elements X, should have the following property: given any group
H, generated by a set of at most n elements Y , any surjection X → Y has
an extension G → H that is an epimorphism. Clearly, this extension must be
unique, and clearly this property implies that given any group K, every map
X → K extends to a homomorphism G→ K (also unique). Does such a group
exist ? In what follows we describe a way to construct it.

Let X be a set. Its elements are called letters or symbols. We define the set
of inverse letters (or inverse symbols) X−1 = {a−1 | a ∈ X}. We will think of
X ∪X−1 as an alphabet.

A word in X ∪X−1 is a finite (possibly empty) string of letters in X ∪X−1,
i.e. an expression of the form

aε1i1a
ε2
i2
· · · aεkik ,

where ai ∈ X, εi = ±1; here x1 = x for every x ∈ X. We will use the notation
1 for the empty word (the one that has no letters).
Convention 3.10. Sometimes, by abusing the terminology, we will refer to words
in X ∪X−1 as words in X.

Denote by X∗ the set of words in the alphabet X ∪X−1, where the empty
word, denoted by 1, is included. For instance,

a1a2a
−1
1 a2a2a1 ∈ X∗.

The length of a word w is the number of letters in this word. The length of the
empty word is 0.
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A word w ∈ X∗ is reduced if it contains no pair of consecutive letters of the
form aa−1 or a−1a. The reduction of a word w ∈ X∗ is the deletion of all pairs
of consecutive letters of the form aa−1 or a−1a.

For instance, the words
1, a2a1, a1a2a

−1
1

are reduced, while
a2a1a

−1
1 a3

is not reduced.
More generally, a word w is cyclically reduced if it is reduced and, in addition,

the first and the last letters of w are not inverses of each other. Equivalently,
conjugating w by an element of X ∪X−1:

w′ = awa−1, a ∈ X ∪X−1

results in a word w′ whose reduction has length � the length of w.
We define an equivalence relation on X∗ by w ∼ w′ if w can be obtained

from w′ by a finite sequence of reductions and their inverses, i.e. the relation ∼
on X∗ is generated by

uaia
−1
i v ∼ uv, ua−1

i aiv ∼ uv

where u, v ∈ X∗.

Proposition 3.11. Any word w ∈ X∗ is equivalent to a unique reduced word.

Proof. Existence. We prove the statement by induction on the length of a
word. For words of length 0 and 1 the statement is clearly true. Assume that it is
true for words of length n and consider a word of length n+1, w = a1 · · · anan+1,
where ai ∈ X ∪ X−1. According to the induction hypothesis, there exists a
reduced word u = b1 · · · bk with bj ∈ X ∪X−1 such that a2 · · · an+1 ∼ u. Then
w ∼ a1u. If a1 6= b−1

1 then a1u is reduced. If a1 = b−1
1 then a1u ∼ b2 · · · bk and

the latter word is reduced.
Uniqueness. Let F (X) be the set of reduced words in X ∪X−1. For every

a ∈ X ∪X−1 we define a map La : F (X)→ F (X) by

La(b1 · · · bk) =

{
ab1 · · · bk if a 6= b−1

1 ,
b2 · · · bk if a = b−1

1 .

For every word w = a1 · · · an define Lw = La1 ◦· · ·◦Lan . For the empty word
1 define L1 = id. It is easy to check that La ◦La−1 = id for every a ∈ X ∪X−1,
and to deduce from it that v ∼ w implies Lv = Lw.

We prove by induction on the length that if w is reduced then w = Lw(1).
The statement clearly holds for w of length 0 and 1. Assume that it is true for
reduced words of length n and let w be a reduced word of length n + 1. Then
w = au, where a ∈ X ∪X−1 and u is a reduced word that does not begin with
a−1, i.e. such that La(u) = au. Then Lw(1) = La ◦ Lu(1) = La(u) = au = w.

In order to prove uniqueness it suffices to prove that if v ∼ w and v, w are
reduced then v = w. Since v ∼ w it follows that Lv = Lw, hence Lv(1) = Lw(1),
that is v = w.
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Let F (X) be the set of reduced words in X ∪X−1. Proposition 3.11 implies
that X∗/ ∼ can be identified with F (X).
Definition 3.12. The free group over X is the set F (X) endowed with the prod-
uct ∗ defined by: w ∗w′ is the unique reduced word equivalent to the word ww′.
The unit is the empty word.

The cardinality of X is called the rank of the free group F (X).
We note that, at the moment, we have two, a priori distinct, notions of rank

for (finitely generated) free groups: one is the least number of generators and
the second is the cardinality of the set X. We will see, however, that the two
numbers are the same.

The set F = F (X) with the product defined in Definition 3.12 is indeed a
group. The inverse of a reduced word

w = aε1i1a
ε2
i2
· · · aεkik

is given by
w−1 = a−εkik

a
−εk−1

ik−1
· · · a−ε1i1

.

It is clear that the product ww−1 projects to the empty word 1 in F .
Exercise 3.13. A free group of rank at least 2 is not abelian. Thus, free non-
abelian means ‘free of rank at least 2.’

We sometimes say that X freely generates F (X) or that X is a basis of
F (X). Given an isomorphism ϕ : F (X) → G, the same terminology applies to
G and ϕ(X).

Proposition 3.14 (Universal property of free groups). A map ϕ : X → G from
the set X to a group G can be extended to a homomorphism Φ : F (X)→ G and
this extension is unique.

Proof. Existence. The map ϕ can be extended to a map on X ∪X−1 (which
we denote also ϕ) by ϕ(a−1) = ϕ(a)−1.

For every reduced word w = a1 · · · an in F = F (X) define

Φ(a1 · · · an) = ϕ(a1) · · ·ϕ(an).

Set Φ(1F ) := 1G, the identity element of G. We leave it to the reader to check
that Φ is a homomorphism.

Uniqueness. Let Ψ : F (X) → G be a homomorphism such that Ψ(x) =
ϕ(x) for every x ∈ X. Then for every reduced word w = a1 · · · an in F (X),

Ψ(w) = Ψ(a1) · · ·Ψ(an) = ϕ(a1) · · ·ϕ(an) = Φ(w).

Corollary 3.15. Every group is the quotient of a free group.

Proof. Apply Proposition 3.14 to the group G and a generating set X of G (e.g.,
X = G).
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Lemma 3.16. Every short exact sequence 1→ N → G
r→ F (X)→ 1 splits. In

particular, G contains a subgroup isomorphic to F (X).

Proof. See Ex. Sheet 1.

Corollary 3.17. Every short exact sequence 1→ N → G→ Z→ 1 splits.

3.3 Ping-pong lemma. Examples of free groups
The ping-pong lemma is a simple, yet powerful, tool for constructing free groups
acting on sets.

The setup for the ping-pong lemma is a pair of bijections g1, g2 ∈ Bij(X)
(“ping-pong partners”) and a quadruple of non-empty subsets

B±i ⊂ X, i = 1, 2.

Define

C+
i := B+

i ∪B
−
j ∪B

+
j , C

−
i := B−i ∪B

−
j ∪B

+
j {i, j} = {1, 2}.

We require that:
C±i 6⊂ B

±
j and C±i 6⊂ B

∓
j for all choices of i, j and +,−.

Typically, this is achieved by assuming that all the four sets B±1 , B
±
2 are

pairwise disjoint and non-empty.

Lemma 3.18 (Ping–pong, or table–tennis, lemma). Let X, B±i , C
±
i be as above,

and suppose that
g±1
i (C±i ) ⊂ B±i , i = 1, 2.

Then the bijections g1, g2 generate a rank 2 free subgroup of Bij(X).

Proof. Let w be a non-empty reduced word in {g1, g
−1
1 , g2, g

−1
2 }. In order to

prove that w corresponds to a non-identity element of Bij(X), it suffices to
check that w(C±j ) ⊂ B±i for some i, j and for some choice of + or −. We claim
that whenever w has the form

w = g±1
i ug±1

j ,

we have
w(C±j ) ⊂ B±i .

This would immediately imply that w does not represent the identity map X →
X. The claim is proven by induction on the length `(w) of w. The statement is
clear if `(w) = 1. Suppose it holds for all words w′ of length n, we will prove it
for words w of length n+ 1. Such a w has the form

w = g±1
i w′, `(w′) = n.

Since the prefix of w′ cannot equal g∓1
i (as w is a reduced word), it follows from

the induction hypothesis that (for some j and a choice of +,−)

w′(C±j ) ⊂ C±i .
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Since
g±1
i w′(C±j ) ⊂ g±1

i (C±i ) ⊂ B±i ,
the claim follows.

Exercise 3.19. Suppose that g ∈ Bij(X) is a bijection such that for some A ⊂ X,

g(A) ( A.

Then g has infinite order.

Example 3.20. For any real number r > 2 the matrices

g1 =

(
1 r
0 1

)
and g2 =

(
1 0
r 1

)
generate a free subgroup of SL(2,R).
First proof. The group SL(2,R) acts (with the kernel ±I) on the upper half
plane H2 = {z ∈ C | =(z) > 0} by linear fractional transformations

z 7→ az + b

cz + d
.

Define quarter-planes

B+
1 = {z ∈ H2 : <(z) > r/2, B−1 = {z ∈ H2 : <(z) < −r/2}

and open disks

B+
2 := {z ∈ H2 : |z − 1

r
| < 1

r
}, B−2 := {z ∈ H2 : |z +

1

r
| < 1

r
}.

The reader will verify that gk, B±k , k = 1, 2 satisfy the assumptions of Lemma
3.18. It follows that the group 〈g1, g2〉 is free of rank 2.

Second proof. The group SL(2,R) also acts linearly on R2. Consider the infinite
cyclic subgroups Gk = 〈gk〉, i = 1, 2 of SL(2,R). Define the following subsets
of R2

A1 =

{(
x
y

)
: |x| > |y|

}
and A2 =

{(
x
y

)
: |x| < |y|

}
.

Then for each g ∈ G1 \ {1}, g(A2) ⊂ A1 and for each g ∈ G2 \ {1}, g(A1) ⊂
A2. Therefore, the subgroup of SL(2,R) generated by g1, g2 is free of rank 2
according to Lemma ??.

Remark 3.21. The statement in the Example 3.20 no longer holds for r = 1.
Indeed, in this case we have

g−1
1 g2g

−1
1 =

(
1 −1
0 1

)(
1 0
1 1

)(
1 −1
0 1

)
=

(
0 1
−1 0

)
.

Thus, (g−1
1 g2g

−1
1 )2 = I, and, hence, the group generated by g1, g2 is not free.
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fig

Figure 1: Example of ping-pong.

3.4 Cayley graphs
A key method for studying groups is by treating them as geometric objects.
The oldest, and most common, way to ‘geometrize’ groups, is by their Cayley
graphs.

Every group may be turned into a geometric object (a graph) as follows.
Given a group G and its generating set S, one defines the Cayley graph of G
with respect to S. This is a directed graph Cayleydir(G,S) such that

• its set of vertices is G;

• its set of oriented edges is (g, gs), with s ∈ S.

Usually, the underlying non-oriented graph Cayley(G,S) of Cayleydir(G,S),
i.e. the graph such that:

• its set of vertices is G;

• its set of edges consists of all pairs of elements in G, {g, h}, such that
h = gs, with s ∈ S,

is also called the Cayley graph of G with respect to S.
We will also use the notation gh and [g, h] for the edge {g, h}. In order to

avoid the confusion with the notation for the commutator of the elements g and
h we will always add the word edge in this situation.
Exercise 3.22. Show that the graph Cayley(G,S) is connected.

One can attach a color (label) from S to each oriented edge in Cayleydir(G,S):
the edge (g, gs) is labeled by s.

We endow the graph Cayley(G,S) with the standard length metric (where
every edge has unit length). The restriction of this metric to G is called the
word metric associated to S and it is denoted by distS or dS .
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Notation 3.23. For an element g ∈ G and a generating set S we denote distS(1, g)
by |g|S , the word norm of g. With this notation, distS(g, h) = |g−1h|S =
|h−1g|S .
Convention 3.24. In this course, unless stated otherwise, all Cayley graphs are
defined for finite generating sets S.

Much of the discussion in this section, though, remains valid for arbitrary
generating sets, including infinite ones.
Remark 3.25. 1. Every group acts on itself, on the left, by the left multiplication:

G×G→ G , (g, h) 7→ gh .

This action extends to any Cayley graph: if [x, xs] is an edge of Cayley(G,S)
with the vertices x, xs, we extend g to the isometry

g : [x, xs]→ [gx, gxs]

between the unit intervals. Both actions G y G and G y Cayley(G,S) are
by isometries. It is also clear that the action on G is free, while the action on
Cayley(G,S) is free if and only if none of the generators is of order two. Both
actions are properly discontinuous and cocompact (provided that S is finite):
the quotient Cayley(G,S)/G is homeomorphic to the bouquet of n circles, where
n is the cardinality of S, if no s ∈ S satisfies s2 = 1; while in the opposite case,
for each generator of order two the corresponding circle must be replaced by an
interval of length 1

2 with one endpoint the basepoint of the bouquet.
2. The action of the group on itself by right multiplication defines maps

Rg : G→ G , Rg(h) = hg

that are, in general, not isometries with respect to a word metric, but are at
finite distance from the identity map:

dist(id(h), Rg(h)) = |g|S .

Exercise 3.26. Prove that the word metric on a group G associated to a gener-
ating set S may also be defined

1. either as the unique maximal left-invariant metric on G such that

dist(1, s) = dist(1, s−1) = 1 , ∀s ∈ S ;

2. or by the following formula: dist(g, h) is the length of the shortest word
w in the alphabet S ∪ S−1 such that w = g−1h in G.

Below are two simple examples of Cayley graphs.
Example 3.27. Consider the group Z2 with the set of generators

S = {a = (1, 0), b = (0, 1), a−1, b−1, a−1 = (−1, 0), b−1 = (0,−1)}.
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Figure 2: The Cayley graph of Z2.

The Cayley graph Cayley(G,S) is the square grid in the Euclidean plane: the
vertices are points with integer coordinates, two vertices are connected by an
edge if and only if either their first or their second coordinates differ by ±1. See
Figure 2.

The Cayley graph of Z2 with respect to the generating set {(1, 0), (1, 1)}
has the same set of vertices as the above, but the vertical lines are replaced by
diagonal lines.
Example 3.28. Let G be the free group on two generators a, b. Take X = {a, b},
G = F (X) and S = X tX−1. The Cayley graph Cayley(G,S) is the 4-valent
tree (there are four edges incident to each vertex). See Figure 3.

Figure 3: The Cayley graph of the free group F2.

13



Thus, we succeeded in assigning to every finitely generated group G a metric
space Cayley(G,S). The problem, however, is that this assignment

G→ Cayley(G,S)

is far from canonical: different generating sets could yield completely different
Cayley graphs.
Exercise 3.29. 1. Prove that if S and S̄ are two finite generating sets of G,

then the word metrics distS and distS̄ on G are bi-Lipschitz equivalent,
i.e. there exists L > 0 such that

1

L
distS(g, g′) 6 distS̄(g, g′) 6 LdistS(g, g′) ,∀g, g′ ∈ G . (3)

Hint: Verify the inequality (14) first for g′ = 1G and g ∈ S; then verify the
inequality for arbitrary g ∈ G and g′ = 1G. Lastly, verify the inequality
for all g, g′ using left-invariance of word-metrics.

2. Prove that an isomorphism between two finitely generated groups is a
bi-Lipschitz map when the two groups are endowed with word metrics.

Convention 3.30. From now on, unless otherwise stated, by a metric on a finitely
generated group we mean a word metric coming from a finite generating set.
Exercise 3.31. Show that the Cayley graph of a finitely generated infinite group
contains an isometric copy of R, i.e. a bi-infinite geodesic. Hint: Apply Arzela-
Ascoli theorem to a sequence of geodesic segments in the Cayley graph.

Lemma 3.32. A finite index subgroup of a finitely generated group is finitely
generated.

Proof. Let G be a group and S a finite generating set of G, and let H be a
finite-index subgroup in G. Then

G = H t
k⊔
i=1

Hγi

for some elements γi ∈ G. Consider

R = max
16i6k

|γi|S .

Then G = HB(1, R). We now prove that X = H ∩B(1, 2R+ 1) is a generating
set of H.

Let h be an arbitrary element in H and let g0 = 1, g1, . . . , gn = h be the
consecutive vertices on a geodesic in Cayley(G,S) joining 1 and h. In particular,
this implies that distS(1, h) = n.

For every 1 6 i 6 n− 1 there exist hi ∈ H such that distS(gi, hi) 6 R. Set
h0 = 1 and hn = h. Then distS(hi, hi+1) 6 2R+ 1, hence hi+1 = hixi for some
xi ∈ X, for every 0 6 i 6 n − 1. It follows that h = hn = x1x2 · · ·xn, whence
X generates H and |h|X 6 |h|S = n.

14



3.5 Geometry and rank of free groups
The results in this section will be proved and generalized in the Hilary Term
part C course C3.2 “Geometric Group Theory”. Here we simply list the results,
in order to give a complete picture. To begin with, one can easily check the
following

Proposition 3.33. The group G is a free group generated by Y if and only if
Cayley(G;Y ) is a tree.

This has the following strengthened version.

Theorem 3.34. A group is free if and only if it acts freely on a tree.

The ‘only if’ part of Theorem 3.34 is an obvious consequence of Proposition
3.33. The ‘if’ part on the other hand is more subtle.

The usefulness of this characterization is illustrated by its immediate corol-
lary, the ‘Nielsen-Schreier Theorem’:

Theorem 3.35. Every subgroup of a free group is free.

Other interesting considerations concern the notion of rank for free groups.

Proposition 3.36. Two free groups F (X) and F (Y ) are isomorphic if and only
if X and Y have the same cardinality.

Proposition 3.36 implies that for every cardinal number n there exists, up
to isomorphism, exactly one free group of rank n. We denote this group by
Fn. Recall that the rank of a finitely generated group G is the least number of
generators of G. In other words,

rank(G) = min{r | ∃ an epimorphism Fr → G}.

Proposition 3.37. For each finite n, the number n is the least cardinality of a
generating set of Fn. In other words, rank (Fn) = n.

3.6 Presentations of groups
How does one define a group, other than a free group? For finite groups the
table of multiplications could be provided, but not for infinite groups. One
approach is to exploit the fact that every group is a homomorphic image of a
free group. A free group is given by a generating set that satisfies no relations.
More generally, we can specify a group ‘by generators and relations’, also called
‘a presentation of the group.’

Thus, let G be a group and S a generating set of G. According to Proposition
3.14, the inclusion map i : S → G extends uniquely to an epimorphism πS :
F (S) → G. The elements of Ker(πS) are called relators (or relations) of the
group G with the generating set S.
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N.B. In the above, by an abuse of language we used the symbol s to designate
two different objects: s is a letter in F (S), as well as an element in the group
G.

If R = {ri | i ∈ I} ⊂ F (S) is such that Ker(πS) is normally generated by R
(i.e. 〈〈R〉〉 = Ker(πS)) then we say that the ordered pair (S,R), usually denoted
〈S|R〉, is a presentation of G. The elements r ∈ R are called defining relators
(or defining relations) of the presentation 〈S|R〉.

A group G is said to be finitely presented if it admits a finite presentation,
i.e. a presentation with finitely many generators and relators.

By abuse of language we also say that the generators s ∈ S and the relations
r = 1, r ∈ R, constitute a presentation of the group G. Sometimes we will write
presentations in the form

〈si, i ∈ I|rj = 1, j ∈ J〉

where
S = {xi}i∈I , R = {rj}j∈J .

If both S and R are finite, then the pair S,R is called a finite presentation
of G. A group G is called finitely presented if it admits a finite presentation.
Sometimes it is difficult, and even algorithmically impossible, to find a finite
presentation of a finitely presented group, see [BW11].

Conversely, given an alphabet S and a set R of (reduced) words in the
alphabet S, we can form the quotient

G := F (S)/ 〈〈R〉〉 .

Then 〈S|R〉 is a presentation of G. By abusing notation, we will often write

G = 〈S|R〉 ,

if G is a group with the presentation 〈S|R〉. If w is a word in the generating
set S, we will use [w] to denote its projection to the group G. An alternative
notation for the equality

[v] = [w]

is
v ≡G w.

Note that the significance of a presentation of a group is the following:

• every element in G can be written as a finite product x1 · · ·xn with

xi ∈ S ∪ S−1 = {s±1 : s ∈ S}

i.e. as a word in the alphabet S ∪ S−1;
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• a word w = x1 · · ·xn in the alphabet S ∪ S−1 is equal to the identity in
G, w ≡G 1, if and only if in F (S) the word w is the product of finitely
many conjugates of words ri ∈ R, i.e.

w =

m∏
i=1

ruii

for some m ∈ N, ui ∈ F (S) and ri ∈ R.

Below are a few examples of group presentations:
Examples 3.38. 1. 〈a1, . . . , an | [ai, aj ], 1 6 i, j 6 n〉 is a finite presentation

of Zn ;

2.
〈
x, y | xn, y2, yxyx

〉
is a presentation of the finite dihedral group D2n ;

3.
〈
x, y | x2, y3, [x, y]

〉
is a presentation of the cyclic group Z6 .

4. Integer Heisenberg group:

H2n+1(Z) := 〈x1, . . . , xn, y1, . . . , yn, z |

[xi, z] = 1, [yj , z] = 1, [xi, xj ] = 1, [yi, yj ] = 1, [xi, yj ] = zδij , 1 6 i, j 6 n
〉
.

Let 〈S|R〉 be a presentation of a group G. Let H be a group and ψ : S → H
be a map which “preserves the relators”, i.e. ψ(r) = 1 for every r ∈ R. Then:

Lemma 3.39. The map ψ extends to a group homomorphism ψ : G→ H.

Proof. By the universal property of free groups, the map ψ extends to a ho-
momorphism ψ̃ : F (S) → H. We need to show that 〈〈R〉〉 is contained in
Ker(ψ̃). However, 〈〈R〉〉 consists of products of elements of the form grg−1,
where g ∈ F, r ∈ R. Since ψ̃(grg−1) = 1, the claim follows.

Exercise 3.40. The group
⊕

x∈X Z2 has the presentation〈
x ∈ X|x2, [x, y],∀x, y ∈ X

〉
.

Proposition 3.41 (Finite presentability is independent of the generating set).
Assume that a group G has finite presentation 〈S | R〉, and let 〈X | T 〉 be an
arbitrary presentation of G, such that X is finite. Then there exists a finite
subset T0 ⊂ T such that 〈X | T0〉 is a presentation of G.
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Proof. Every element s ∈ S can be written as a word as(X) in X. The map
iSX : S → F (X), iSX(s) = as(X) extends to a unique homomorphism p :
F (S)→ F (X). Moreover, since πX ◦ iSX is an inclusion map of S into G, and
both πS and πX ◦p are homomorphisms from F (S) to G extending the inclusion
map S → G, by the uniqueness of the extension we have that

πS = πX ◦ p.

This implies that Ker(πX) contains p(r) for every r ∈ R.
Likewise, every x ∈ X can be written as a word bx(S) in S, and this defines

a map iXS : X → F (S), iXS(x) = bx(S), which extends to a homomorphism
q : F (X)→ F (S). A similar argument shows that πS ◦ q = πX .

For every x ∈ X,

πX(p(q(x))) = πS(q(x)) = πX(x).

This implies that for every x ∈ X, x−1p(q(x)) is in Ker(πX). Let N be the
normal subgroup of F (X) normally generated by

{p(r) | r ∈ R} ∪ {x−1p(q(x)) | x ∈ X} .

We have that N 6 Ker(πX). Therefore, there is a natural projection

proj : F (X)/N → F (X)/Ker(πX).

Let p̄ : F (S) → F (X)/N be the homomorphism induced by p. Since p̄(r) = 1
for all r ∈ R, it follows that p̄(KerπS) = 1, hence, p̄ induces a homomorphism

ϕ : F (S)/Ker(πS)→ F (X)/N.

We next observe that the homomorphism ϕ is onto. Indeed, F (X)/N is gener-
ated by elements of the form xN = p(q(x))N , and the latter is the image under
ϕ of q(x) Ker(πS).

Consider the homomorphism

proj ◦ ϕ : F (S)/Ker(πS)→ F (X)/Ker(πX)

Both the domain and the target groups are isomorphic to G. Each element
x of the generating set X is sent by the isomorphism G → F (S)/Ker(πS) to
q(x) Ker(πS). The same element x is sent by the isomorphismG→ F (X)/Ker(πX)
to xKer(πX). Note that

proj ◦ ϕ (q(x) Ker(πS)) = proj(xN) = xKer(πX).

This means that, modulo the two isomorphisms mentioned above, the map
proj ◦ ϕ is idG. This implies that ϕ is injective, hence, a bijection. Therefore,
proj is also a bijection. This happens if and only if N = Ker(πX). In particular,
Ker(πX) is normally generated by the finite set of relators

< = {p(r) | r ∈ R} ∪ {x−1p(q(x)) | x ∈ X}.
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Since < ⊂ 〈〈T 〉〉, every relator ρ ∈ < can be written as a product∏
i∈Iρ

tvii

with vi ∈ F (X), ti ∈ T and Iρ finite. It follows that Ker(πX) is normally
generated by the finite subset

T0 =
⋃
ρ∈<

{ti | i ∈ Iρ}

of T .

Proposition 3.41 can be reformulated as follows: If G is finitely presented,
X is finite and

1→ N → F (X)→ G→ 1

is a short exact sequence, then N is normally generated by finitely many ele-
ments n1, . . . , nk. This can be generalized to an arbitrary short exact sequence:

Lemma 3.42. Consider a short exact sequence

1→ N → K
π→ G→ 1 , with K finitely generated. (4)

If G is finitely presented, then N is normally generated by finitely many elements
n1, . . . , nk ∈ N .

Proof. Let S be a finite generating set of K; then S = π(S) is a finite generating
set of G. Since G is finitely presented, by Proposition 3.41 there exist finitely
many words r1, . . . , rk in S such that〈

S | r1(S), . . . , rk(S)
〉

is a presentation of G.
Define nj = rj(S), an element of N by the assumption.
Let n be an arbitrary element in N and w(S) a word in S such that n = w(S)

in K. Then w(S) = π(n) = 1, whence in F (S) the word w(S) is a prod-
uct of finitely many conjugates of r1, . . . , rk. When projecting such a relation
via F (S) → K we obtain that n is a product of finitely many conjugates of
n1, . . . , nk.

Proposition 3.43. Suppose that N a normal subgroup of a group G. If both
N and G/N are finitely presented then G is also finitely presented.

Proof. Let X be a finite generating set of N and let Y be a finite subset of G
such that Y = {yN | y ∈ Y } is a generating set of G/N . Let 〈X | r1, . . . , rk〉
be a finite presentation of N and let

〈
Y | ρ1, . . . , ρm

〉
be a finite presentation
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of G/N . The group G is generated by S = X ∪ Y and this set of generators
satisfies a list of relations of the following form:

ri(X) = 1 , 1 6 i 6 k , ρj(Y ) = uj(X) , 1 6 j 6 m, (5)

xy = vxy(X) , xy
−1

= wxy(X) (6)

for some words uj , vxy, wxy in S.
We claim that this is a complete set of defining relators of G.
All the relations above can be rewritten as t(X,Y ) = 1 for a finite set T of

words t in S. Let K be the normal subgroup of F (S) normally generated by T .
The epimorphism πS : F (S)→ G defines an epimorphism ϕ : F (S)/K → G.

Let wK be an element in Ker(ϕ), where w is a word in S. Due to the set of
relations (6), there exist a word w1(X) in X and a word w2(Y ) in Y , such that
wK = w1(X)w2(Y )K.

Applying the projection π : G → G/N , we see that π(ϕ(wK)) = 1, i.e.
π(ϕ(w2(Y )K)) = 1. This implies that w2(Y ) is a product of finitely many
conjugates of ρi(Y ), hence w2(Y )K is a product of finitely many conjugates
of uj(X)K, by the second set of relations in (5). This and the relations (6)
imply that w1(X)w2(Y )K = v(X)K for some word v(X) in X. Then the image
ϕ(wK) = ϕ(v(X)K) is in N ; therefore, v(X) is a product of finitely many
conjugates of relators ri(X). This implies that v(X)K = K.

We have thus obtained that Ker(ϕ) is trivial, hence ϕ is an isomorphism,
equivalently thatK = Ker(πS). This implies that Ker(πS) is normally generated
by the finite set of relators listed in (5) and (6).

Proposition 3.44. Let G be a group, and H ≤ G such that |G : H| is finite.
Then G is FP if and only if H is FP.

Proof. Suppose that G = 〈X;R〉 with X and R finite. We have an epimorphism
π : F = F (X) → G with K = Kerπ = 〈〈R〉〉. Put E = π−1(H). Then
|F : E| = |G : H| is finite, so E is free on some finite basis Y . Since K ≤ E,
each r ∈ R satisfies r = sr(Y ) for some word sr on Y . Put S = {sr(Y ) | r ∈ R}.
Then π1 = π|E : E → H is an epimorphism and

Kerπ1 = K =
〈〈
SF
〉〉

=
〈
SF
〉
.

Say F = a1E∪. . .∪anE. Then SF = (Sa1∪. . .∪San)E . Thus 〈Y ;Sa1 ∪ . . . ∪ San〉
is a presentation for H.

Suppose conversely that H is FP. Let N ≤ H be a normal subgroup of finite
index in G (see Revision notes). Then |H : N | is finite, so N is FP by the
first part. Also G/N is FP (Ex. Sheet 2). Therefore G is FP by Proposition
3.43.
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4 Residual finiteness
Even though studying infinite groups is our primary focus, questions in group
theory can be, sometimes, reduced to questions about finite groups. Residual
finiteness is the concept that (sometimes) allows such a reduction.
Definition 4.1. A group G is said to be residually finite if⋂

i∈I
Gi = {1},

where {Gi : i ∈ I} is the set of all finite-index subgroups in G.
Clearly, subgroups of residually finite groups are also residually finite. In

contrast, if G is an infinite simple group, then G cannot be residually-finite.

Lemma 4.2. A finitely generated group G is residually finite if and only if for
every g ∈ G\{1}, there exists a finite group Φ and a homomorphism ϕ : G→ Φ,
such that ϕ(g) 6= 1.

Proof. Suppose that G is residually finite. Then, for every g ∈ G \ {1} there
exists a finite-index subgroupGi 6 G so that g /∈ Gi. It follows thatG contains a
normal subgroup of finite index Ni C G, such that Ni 6 Gi. Clearly, g /∈ Ni and
|G : Ni| <∞. Now, setting Φ := G/Ni, we obtain the required homomorphism
ϕ : G→ Φ.

Conversely, suppose that for every g 6= 1 we have a homomorphism ϕg :
G→ Φg, where Φg is a finite group, so that ϕg(g) 6= 1. Setting Ng := Ker(ϕg),
we get ⋂

g∈G
Ng = {1}.

The above intersection, of course, contains the intersection of all finite-index
subgroups in G.
Exercise 4.3. Direct products of residually finite groups are again residually
finite.

Lemma 4.4. If a group G contains a residually finite subgroup of finite index,
then G itself is residually finite.

Proof. Let H 6 G be a finite index residually finite subgroup. The intersection
of all finite-index subgroups ⋂

i∈I
Hi (7)

of H is {1}. Since H has finite index in G and each Hi 6 H as above has finite
index in G, the intersection of all finite-index subgroups of G is contained in (7)
and, hence, is trivial.

Proposition 4.5. A semidirect product of a finitely generated residually finite
group with a (not necessarily finitely generated) residually finite group is also
residually finite.
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Proof. Let G be a group that splits as a semidirect product H o Q, where H
and Q are residually finite, and H is moreover finitely generated. Let p denote
the projection homomorphism G→ Q.

Consider g ∈ G \ {1}. If g does not belong to H, then p(g) 6= 1 and the
residual finiteness of Q implies that there exists a homomorphism of Q to a
finite group which sends sends p(g) to a non-trivial element. By composing the
homomorphisms, we obtain a homomorphism of G to a finite group which sends
g to a non-trivial element.

Suppose, therefore, that g is in H. Let F < H be a finite-index subgroup
which does not contain g. Since H is finitely generated, Proposition 2.8, (2), in
Revision Notes implies that there exists a finite-index subgroup A 6 F which is
a characteristic subgroup of H. The subgroup AoQ is a finite index subgroup
in G = H oQ that does not contain g.

Remark 4.6. Proposition 4.5 cannot extend to short exact sequences that do
not split. In other words, it is not true that if H and Q are residually finite, H
is finitely generated, and there is a short exact sequence

1→ H → G→ Q→ 1,

then G is residually finite. Indeed, there exist coextensions

1→ Z2 → G→ Q→ 1

where Q is finitely generated residually finite, while G is not residually finite;
see [Mil79].

Corollary 4.7. Suppose that H is a finitely generated residually finite group
and we have a cyclic extension of H, i.e. a group G which appears in a short
exact sequence

1→ H → G
p−→ C → 1,

where C is a cyclic group. Then G is also residually finite.

Proof. When C is finite, the statement follows from Lemma 4.4. When C is
infinite, that is C ' Z, the short exact sequence splits and G ' H o Z, by
Corollary 3.17. The result now follows from Proposition 4.5.

A special case of this corollary is residual finiteness of groups virtually iso-
morphic to cyclic groups.

Corollary 4.8. Each group G virtually isomorphic to Z is residually finite and
contains an infinite cyclic subgroup of finite index.

Proof. In view of Lemma 4.4, it suffices to show that if G is a finite coextension
of the infinite cyclic group C,

1→ F → G
p→ C → 1

(where F is finite), then G contains an infinite cyclic subgroup of finite index.
This is an immediate consequence of Corollary 4.7.
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Remark 4.9. The first part of Corollary 4.8 can be generalized, by replacing Z
with “a polycyclic group”; see Theorem 5.42.
Example 4.10. The group Γ = GL(n,Z) is residually finite. Indeed, we take
subgroups Γ(p) 6 Γ, Γ(p) = Ker(ϕp), where ϕp : Γ→ GL(n,Zp) is the reduction
modulo p.

Assume g ∈ Γ is a non-trivial element. If g has a non-zero off-diagonal entry
gij 6= 0, then gij 6= 0 mod p, whenever p > |gij |. Thus, ϕp(g) 6= 1.

If g ∈ Γ has only zero entries off-diagonal then it is a diagonal matrix with
only ±1 on the diagonal, and at least one entry −1. Then ϕ3(g) has at least
one 2 on the diagonal, hence ϕ3(g) 6= 1.

Thus Γ is residually finite.

Corollary 4.11. The free group F2 of rank 2 is residually finite. Every free
group of (at most) countable rank is residually finite.

Proof. As we saw in the Example 3.20 the group F2 embeds in SL(2,Z). Fur-
thermore, every free group of (at most) countable rank embeds in F2 (see Ex.
Sheet 2). Now, the assertion follows from the Example 4.10.
Exercise 4.12. For an arbitrary cardinality r, the free group Fr of rank r is
residually finite.

The simple argument for GL(n,Z) is a model for a proof of a harder theorem:

Theorem 4.13 (A. I. Mal’cev [Mal40]). Let Γ be a finitely generated subgroup
of GL(n,R), where R is a commutative ring with unity. Then Γ is residually
finite.

Mal’cev’s theorem is complemented by the following result proven by A. Sel-
berg and known as Selberg’s Lemma [Sel60]:

Theorem 4.14 (Selberg’s Lemma). Let Γ be a finitely generated subgroup of
GL(n, F ), where F is a field of characteristic zero. Then Γ contains a torsion-
free subgroup of finite index.

5 Solvable groups
This section covers basic properties of general solvable groups and some special
classes of solvable groups: abelian, nilpotent and polycyclic groups. Solvable and
polycyclic groups appear naturally in the framework of poly-X-groups, where
X is a certain class of groups: A group G is said to be poly-X if it admits a
subnormal descending series:

G = G0 . G1 . . . . . Gk . Gk+1 = {1},

such that each successive quotient Gi/Gi+1 belongs to the class X. Solvable
groups will be obtained by taking X to be the class of abelian groups, while
polycyclic groups will use the class of cyclic groups (a further refinement of
the definition uses X consisting of infinite cyclic groups, all isomorphic to each
other, of course).
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5.1 Nilpotent groups
Recall that [x, y] = xyx−1y−1 is the commutator of the elements x, y in a group
G and that xg := gxg−1 is the g-conjugate of x in G. We begin the discussion
of nilpotent groups with some useful commutator identities:

Lemma 5.1. Let (G, ·) be a group and x, y, z elements in G. The following
identities hold:

1. [x, y]−1 = [y, x] ;

2. [x−1, y] = [x−1, [y, x]] [y, x] ;

3. [x, yz] = [x, y] [y, [x, z]] [x, z] ;

4. [xy, z] = [x, [y, z]] [y, z] [x, z] = [y, z]x[x, z] .

5. [x, y]g = [xg, yg].

Proof. (1) and (2) are immediate, (4) follows from (3) and (1). It remains to
prove (3). Since [y, [x, z]] [x, z] = y[x, z]y−1 we have that

[x, y] [y, [x, z]] [x, z] = xyx−1[x, z]y−1 = xyzx−1z−1y−1 = [x, yz] .

We leave the last identity as an exercise to the reader.

Notation 5.2. For every x1, . . . , xn in a group G we denote by [x1, . . . , xn] the
n-fold left-commutator

[[[x1, x2], . . . , xn−1], xn].

We declare that the 1-fold left commutator [x] is simply x.
Exercise 5.3. [x1, . . . , xn]g = [xg1, . . . , x

g
n].

Recall that for subsets A,B in a group G, [A,B] denotes the subgroup of G
generated by all the commutators [a, b], a ∈ A, b ∈ B. In what follows we also
use:
Notation 5.4. Given n subgroups H1, H2, . . . ,Hn in a group G we denote by
[H1, . . . ,Hn] the subgroup [. . . [H1, H2], . . . ,Hn] 6 G.

We define the lower central series of a group G,

C1GD C2GD . . .D CnGD . . . ,

inductively by:
C1G = G , Cn+1G = [CnG,G] .

In particular, each CkG is a characteristic subgroup of G. We will see later on
(Proposition 5.27) that

[CiG,CkG] 6 Ci+kG.

Note that C2G = [G,G] = G′ is the commutator subgroup, or the derived
subgroup, of G.
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Exercise 5.5. 1. The subgroup CkG 6 G is normal in G.
2. Cn+1G = [G,CnG].

Definition 5.6. A group G is called k-step nilpotent if Ck+1G = {1}. The
minimal k for which G is k-step nilpotent is called the (nilpotency) class of G.
Examples 5.7. 1. Every non-trivial abelian group is nilpotent of class 1.

2. The group Un(K) of upper triangular n×n matrices with 1 on the diagonal
and entries in a ring K, is nilpotent of class n− 1 (see Exercise 5.9).

3. The Heisenberg group

H2n+1(K) =





1 x1 x2 . . . . . . xn z
0 1 0 . . . . . . 0 yn
0 0 1 . . . . . . 0 yn−1

...
...

. . . . . .
...

...
0 0 . . . . . . 1 0 y2

0 0 . . . . . . 0 1 y1

0 0 . . . . . . . . . 0 1


; x1, . . . , xn, y1, . . . , yn, z ∈ K


is nilpotent of class 2.
Taking K = Z, we obtain the integer Heisenberg group

H2n+1(Z).

The group H2n+1(Z) is finitely generated; we can take as generators the
elementary matrices Nij = I + Eij with

(i, j) ∈ {(1, 2), . . . , (1, n+ 1), (2, n), . . . , (n+ 1, n)}.

All the groups H2n+1(K) are nilpotent of class 2. Indeed C2H2n+1(K) is
the subgroup xi = yi = 0, i = 1, . . . , n.

Exercise 5.8. Which of the permutation groups Sn are nilpotent? Which of
these groups are solvable?
Exercise 5.9. The goal of this exercise is to prove that the group Un(K) is
nilpotent of class n− 1.

Let Un,k(K) be the subset of Un(K) formed by matrices (aij) such that
aij = δij for j < i+ k. Note that Un,1(K) = Un(K) .

1. Prove that for every k > 1 the map

ϕk : Un,k(K) →
(
Kn−k , +

)
A = (ai,j) 7→ (a1,k+1, a2,k+2, . . . , an−k,n)

is a homomorphism. Deduce that (Un,k(K))
′ ⊂ Un,k+1(K) and that Un,k+1(K) C

Un,k(K) for every k > 1.
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2. Let Eij be the matrix with all entries 0 except the (i, j)–entry, which is
equal to 1. Consider the triangular matrix Tij(a) = I + aEij .

Deduce from (1), using induction, that Un,k is generated by the set

{Tij(a) | j > i+ k, a ∈ R} .

3. Prove that for every three distinct numbers i, j, k in {1, 2, . . . , n}

[Tij(a), Tjk(b)] = Tik(ab) , [Tij(a), Tki(b)] = Tkj(−ab) ,

and that for all quadruples of distinct numbers i, j, k, `,

[Tij(a), Tk`(b)] = I .

4. Prove that CkUn(K) 6 Un,k+1(K) for every k > 0. Deduce that Un(K) is
nilpotent.

Remark. All the arguments above work also when all matrices have integer
entries. In this case (2) implies that Un(Z) is generated by {Tij(1) | j > i+ 1}.
Exercise 5.10. The group Un(K) is torsion-free provided that K has zero char-
acteristic.

We now proceed with establishing some basic properties of lower central
series and nilpotent groups.

Lemma 5.11. If S is a generating set of a group G (not necessarily nilpotent),
then for every k the subgroup CkG is generated by the k-fold left commutators
in S and their inverses, together with Ck+1G.

Proof. We prove the assertion by induction on k. For k = 1 the statement is
clear, since 1-fold commutators of elements of S are just elements of S. Assume
that the assertion holds for some k > 1 and consider Ck+1G.

By definition, Ck+1G is generated by all commutators [ck, g] with ck ∈ CkG
and g ∈ G. The induction hypothesis and normality of Ck+1G in G imply
that ck = `±1

1 · · · `±1
m x, where m ∈ N, `i are k-fold left commutators in S and

x ∈ Ck+1G.
According to Lemma 5.1, (4),

[ck, g] = [`±1
1 · · · `±1

m x, g] = [`±1
1 · · · `±1

m , [x, g]][x, g][`±1
1 · · · `±1

m , g] .

The first two factors are in Ck+2G, so it remains to deal with the third.
We write g = s1 · · · sr, where si ∈ S, and we prove that [`±1

1 · · · `±1
m , s1 · · · sr]

is a product of (k + 1)–fold left commutators in S and their inverses, and of
elements in Ck+2G; our proof is another induction, this time on m+ r > 2.
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For the case m + r = 2 it suffices to note that [`−1, s] = [`−1, [s, `]][s, `].
The first factor is in Ck+2G, the second is the inverse of a (k + 1)–fold left
commutator.

Assume that the statement is true for m + r = n > 2. We now prove it for
m+ r = n+ 1.

Suppose that m > 2. We apply Lemma 5.1, (4), and obtain that

[`±1
1 · · · `±1

m , s1 . . . sr] = [`±1
1 · · · `

±1
m−1, [`

±1
m , g]] [`±1

m , s1 · · · sr] [`±1
1 · · · `

±1
m−1, s1 . . . sr] .

The first factor is in Ck+2G, and for the second and the third the induction
hypothesis applies.

Likewise, if r > 2 then we apply Part 3 of Lemma 5.1, and write

[`±1
1 · · · `±1

m , s1 · · · sr] =

[`±1
1 · · · `±1

m , s1 · · · sr−1] [s1 · · · sr−1, [`
±1
1 · · · `±1

m , sr]] [`±1
1 · · · `±1

m , sr] .

Corollary 5.12. If G is nilpotent, then CnG is generated by k-fold left com-
mutators in S and their inverses, where k > n. In particular, if G is finitely
generated, so is each group CnG.

Proof. Suppose that Cm+1G = {1}. Then CmG is generated by the m-fold left
commutators in S and their inverses. By applying the reverse induction in n,
each CnG is generated by the set of all k-fold left commutators of elements of
S and their inverses, k > n.

Thus, if G is finitely generated, each quotient CiG/Ci+1G is a finitely gen-
erated abelian group and, hence, we define two important invariants of finitely
generated nilpotent groups:
Definition 5.13. Let G be a finitely generated nilpotent group of class k. Let mi

denote the free rank of the abelian group CiG/Ci+1G; define the Hirsch length
(or the Hirsch number) of G

h(G) =

k∑
i=1

mi.

So far, we were describing nilpotent groups “from the top–down”, starting
from the group G and then looking at the chain of decreasing subgroups. It
is also useful to have a “bottom-up” description of nilpotent groups, which we
present below.

Recall that the center of a group H is denoted Z(H). Given a group G,
consider the sequence of normal subgroups Zi(G) C G defined inductively by:

• Z0(G) = {1}.

• If Zi(G) C G is defined and πi : G→ G/Zi(G) is the quotient map, then

Zi+1(G) = π−1
i (Z(G/Zi(G))) .
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Note that Zi+1(G) is normal in G, as the preimage of a normal subgroup of
a quotient of G. In particular,

Zi+1(G)/Zi(G) ∼= Z(G/Zi(G)).

Proposition 5.14. The group G is k-step nilpotent if and only if Zk(G) = G .

Proof. Assume that G is nilpotent of class k. We prove by induction on i > 0
that Ck+1−iG 6 Zi(G). For i = 0 we have equality. Assume that

Ck+1−iG 6 Zi(G).

For every g ∈ Ck−iG and every x ∈ G, [g, x] ∈ Ck+1−iG 6 Zi(G), whence
gZi(G) is in the center of G/Zi(G), i.e. g ∈ Zi+1(G). Thence, the inclusion
follows by induction. For i = k the inclusion becomes C1G = G 6 Zk(G),
hence, Zk(G) = G.

Conversely, assume that there exists k such that Zk(G) = G. We prove
by induction on j > 1 that CjG 6 Zk+1−j(G). For j = 1 the two are equal.
Assume that the inclusion is true for j. The subgroup Cj+1G is generated by
commutators [c, g] with c ∈ CjG and g ∈ G. Since c ∈ CjG 6 Zk+1−j(G), by
the definition of Zk+1−j(G), the element c commutes with g modulo Zk−j(G),
equivalently [c, g] ∈ Zk−j(G). This implies that [c, g] ∈ Zk−j(G). It follows that
Cj+1G 6 Zk−j(G).

For j = k+ 1 this gives Ck+1G 6 Z0(G) = {1}, hence G is k-step nilpotent.

Definition 5.15. The ascending series

Z0(G) = {1} C Z1(G) C . . . C Zi(G) C Zi+1(G) C . . .

of normal subgroups of G is called the upper central series of G.
In view of Proposition 5.14, a group G is nilpotent if and only if its up-

per central series is finite, and its nilpotency class is the minimal k such that
Zk(G) = G.
Exercise 5.16. Any central coextension of a nilpotent group is again nilpotent.

Remark 5.17. Yet another equivalent definition of a nilpotent group is to require
that the group admits a finite normal series

{1} = Γ0 / . . .Γi / Γi+1 / . . .Γn−1 / Γn = G,

such that Γi+1/Γi 6 Z(G/Γi), or, equivalently, [G,Γi+1] 6 Γi. In particular,
the quotients Γi+1/Γi are abelian for each i. We will need only the fact that
the existence of such a normal series implies that G is n-step nilpotent. Indeed,
the condition Γi+1/Γi 6 Z(G/Γi) implies that Γi 6 Zi(G) for every i. In
particular, G = Zn(G). Now, the assertion follows from Proposition 5.14. We
refer to [Hal76, Theorem 10.2.2] for further details.
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The following example shows that the difference between lower and upper
central series of groups can be quite substantial, in particular, Ck+1−iG 6 Zi(G)
could be of infinite index:
Example 5.18. We start with the integer Heisenberg group H; it is 2-step nilpo-
tent, C2H = H ′ = Z(H) ∼= Z. Next, take G = H × Z. Then G is still 2-step
nilpotent, but now C2G = C2H ∼= Z, while Z(G) ∼= Z2.
Exercise 5.19. Construct an example of a 2-step nilpotent group G with torsion-
free center, such that G/C2G is not torsion-free.

The following useful lemma is a converse to Corollary 5.12:

Lemma 5.20. Let S be a generating set of a group G. Suppose that all N + 1-
fold commutators [s1, . . . , sN+1] of elements of S are trivial. Then G is N -step
nilpotent.

Proof. Let Gn be the subgroup of Γ generated by the n-fold commutators yn =
[s1, . . . , sn] of generators si ∈ S of the group G. For every generator x of G and
every generator yn of Gn we have:

[yn, x] = ynxy
−1
n x−1 ∈ Gn+1 6 Gn.

Since yn ∈ Gn, it follows that xy−1
n x−1 ∈ Gn which implies that Gn is a normal

subgroup of G.
We claim that for every n, Gn−1/Gn embeds (under the map induced by

inclusion Gn−1 ↪→ G) in the center of G/Gn. To simplify the notation, we will
regard Gn−1/Gn as a subgroup of G/Gn. The proof of this statement is the
reverse induction on n.

The subgroup GN+1 is trivial, hence it is contained in the center of G.
Suppose that the assertion holds for n = k + 1, we will now prove it for n = k.
To show that Gk−1/Gk is in the center of G/Gk it is enough to verify that for
all elements z̄ and w̄ of generating sets of Gn−1/Gn and G/Gn, respectively, the
commutator [z̄, w̄] is trivial.

The group G is generated by the set S, the group Gn−1 is generated by the
n − 1-fold commutators yn−1 of elements x ∈ S. Thus, the groups Gn−1/Gn
and G/Gn are generated by the projections x̄, ȳn−1 of the elements x, yn−1.
By definition of Gn we have: [yn−1, x] ∈ Gn, thus, dividing by Gn, we obtain
[ȳn−1, x̄] = 1. Thus, Gn−1/Gn 6 Z(G/Gn) for every n and Lemma follows from
Remark 5.17.

Lemma 5.21. 1. Every subgroup of a nilpotent group is nilpotent.

2. If G is nilpotent and N C G then G/N is nilpotent.

3. The direct product of a family of nilpotent groups is again nilpotent.

Proof. (1) Let H be a subgroup in a nilpotent group G. Then CiH 6 CiG.
Hence, if G is k-step nilpotent then Ck+1H = {1}.

(2) If π : G→ G/N is the quotient map, π(CiG) = Ci(G/N).
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(3) The assertion follows from the equality

Cj(
∏
i∈I

Gi) =
∏
i∈I

CjGi .

Theorem 5.22. Every subgroup of a finitely generated nilpotent group is finitely
generated, i.e. finitely generated nilpotent groups are noetherian.

Proof. We argue by induction on the class of nilpotency k. For k = 1 the group
is abelian and the statement is already proven in Corollary ??. Assume that the
assertion holds for k, let G be a nilpotent group of class k+1 and let H 6 G be a
subgroup. By the induction hypothesis H1 = H ∩C2G and H2 = H/(H ∩C2G)
are both finitely generated. Thus, H fits in the short exact sequence

1→ H1 → H
π→ H2 → 1,

where H1, H2 are finitely generated. Lemma ?? then shows that H is also
finitely generated.

Our next goal is to prove some structural results for nilpotent groups. We
begin the “calculus of commutators.”

Lemma 5.23. If A,B,C are normal subgroups in a group G, then the subgroup
[A,B,C] 6 G is generated by the commutators [a, b, c] with a ∈ A, b ∈ B, c ∈ C.

Proof. By the definition, [A,B,C] is generated by the commutators [k, c] with
k ∈ [A,B] and c ∈ C. The element k is a product t1 · · · tn, where each ti is
equal either to a commutator [a, b] or to a commutator [b, a], a ∈ A, b ∈ B.

We prove, by induction on n, that [k, c] is a product of finitely many com-
mutators [a, b, c] and their inverses.

For n = 1 we only need to consider the case [t−1, c], where t = [a, b]. By
Lemma 5.1, (2),

[t−1, c] = [c, t]t
−1

= [ct
−1

, t] = [c′, t] = [a, b, c′]−1 .

In the second equality above we applied the identity φ([x, y]) = [φ(x), φ(y)] for
the inner automorphism φ(x) = xt

−1

.
Assume that the statement is true when k is a product of n commutators

ti and consider k = k1t, where t is equal to either a commutator [a, b] or a
commutator [b, a], and k1 is a product of n such commutators. According to
Lemma 5.1, (4),

[k1t, c] = [t, c]k1 [k1, c] .

Both factors are products of finitely many commutators [a, b, c] and their in-
verses, by the induction hypothesis and the fact that A,B,C are normal sub-
groups and, thus, are invariant under conjugation.

Exercise 5.24. Prove the same result for [H1, . . . ,Hn], where all Hi are normal
subgroups of G.
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Lemma 5.25 (The Hall identity). Given a group G and three arbitrary elements
x, y, z in G, the following identity holds:[

x−1, y, z
]x [

z−1, x, y
]z [

y−1, z, x
]y

= 1 . (8)

Proof. The factor
[
x−1, y, z

]x equals yxy−1zyx−1y−1xz−1x−1. The other two
factors can be obtained by proper cyclic permutation and a direct calculation
shows that all the terms cancel and the product is 1.

Corollary 5.26. Assume that A,B,C are normal subgroups in G. Then

[A,B,C] 6 [B,C,A][C,A,B] . (9)

The next proposition shows that the lower central series of G is graded with
respect to commutators:

Proposition 5.27. Let CkG be the k-th group in the lower central series of a
group G. Then for every i, j > 1[

CiG,CjG
]
6 Ci+jG . (10)

Proof. We prove by induction on i > 1 that for every j > 1, the inclusion (10)
holds.

For i = 1 this follows from the definition of CkG. Assume that the statement
is true for i. Consider j > 1 arbitrary.

[Ci+1G,CjG] = [CiG,G,CjG] 6 [G,CjG,CiG][CjG,CiG,G] 6

[Cj+1G,CiG][Cj+iG,G] = [CiG,Cj+1G][Cj+iG,G] 6 Cj+i+1G ,

since [CiG,Cj+1G] 6 Cj+i+1G by the induction hypothesis.

We now prove that, as for abelian groups, all elements of finite order in
a finitely generated nilpotent group form a finite subgroup. We will need the
following lemma:

Lemma 5.28. Let G be a nilpotent group of class k. For every x ∈ G the
subgroup H generated by x and C2G is a normal subgroup, which is nilpotent of
class 6 k − 1.

Proof. By normality of C2G in G, the subgroup H can be described as

H = {xmc | m ∈ Z, c ∈ C2G}.

For every g ∈ G, and h ∈ H, h = xmc, ghg−1 = xm[x−m, g]gcg−1, and, since
the last two factors are in C2G, the whole product is in H. Hence, H is normal
in G.

We now prove that C2H 6 C3G, which will imply that H is of class 6 k− 1
and, thereby conclude the proof of lemma.
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Let h, h′ be two elements in H, h = xmc1, h′ = xnc2 with ci ∈ C2G. Then,
according to Lemma 5.1, (3),

[h, h′] = [h, xnc2] = [h, xn] [xn, [h, c2]] [h, c2].

The last term is in C3G, hence the middle term is in C4G.
For [h, xn] = [xmc1, x

n] we apply Lemma 5.1, (4), and obtain

[h, h′] = [xm, [c1, x
n]][c1, x

n].

Since the last term is in C3G and the first in C4G, lemma follows.

Theorem 5.29. Let G be a nilpotent group. The set of all finite order ele-
ments forms a characteristic subgroup of G, called the torsion subgroup of G
and denoted by TorG.

Proof. We argue by induction on the class of nilpotency k of G. For k = 1 the
G group is abelian and the assertion is clear. Assume that the statement is true
for all nilpotent groups of class 6 k, and consider a (k+1)–step nilpotent group
G.

It suffices to prove that for two arbitrary elements a, b of finite order in G, the
product ab is likewise of finite order. The subgroup B =

〈
b, C2G

〉
is nilpotent

of class 6 k, according to Lemma 5.28. By the induction hypothesis, the set
of finite order elements of B is a subgroup TorB 6 B, which is necessarily
characteristic in B. Since B is normal in G it follows that TorB is normal in
G.

Assume that a is of order m. Then

(ab)m = aba−1a2ba−2a3b · · · a−m+1amba−m ,

and right-hand side is a product of conjugates of b, hence it is in TorB. We
conclude that (ab)m is of finite order.

Proposition 5.30. A finitely generated nilpotent torsion group is finite.

Proof. We again argue by induction on the nilpotency class n of the group
G. For n = 1 we apply known results for abelian groups (see Revision notes).
Assume that the property holds for all nilpotent groups of class at most n and
consider G, a finitely generated torsion group that is (n + 1)–step nilpotent.
Then C2G and G/C2G are finite, by the induction hypothesis, whence G is
finite as well.

Corollary 5.31. Let G be a finitely generated nilpotent group. Then the torsion
subgroup TorG is finite.

Proposition 5.32. If G is nilpotent then Ḡ := G/TorG is torsion-free.
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Proof. Each element x̄ ∈ Ḡ, is the image of x = ty ∈ G under the quotient map
π : G→ Ḡ, where t ∈ TorG. Then 1 = (x̄)k would imply that

1 = (x̄)k = π(yk),

yk ∈ TorG and, hence, y ∈ TorG. It follows that x̄ = 1.
Exercise 5.33. Let D∞ be the infinite dihedral group.

1. Give an example of two elements a, b of finite order in D∞ such that their
product ab is of infinite order.

2. Is D∞ a nilpotent group ?

3. Are any of the finite dihedral groups D2n nilpotent?

Proposition 5.34 (A. I. Mal’cev, [Mal49]). Let G be a nilpotent group. The
following are equivalent:

(a) Z(G) is torsion free;
(b) Each quotient Zi+1(G)/Zi(G) is torsion-free;
(c) G is torsion-free.

Proof. Clearly (c) ⇒ (a).
(a)⇒ (b). We argue by induction on the nilpotency class n of G. The

assertion is clear for n = 1; assume it holds for all nilpotent groups of class < n.
We first prove that the group Z2(G)/Z1(G) is torsion-free.

We will show that for each non-trivial element x̄ ∈ Z2(G)/Z1(G), there
exists a homomorphism ϕ ∈ Hom(Z2(G)/Z1(G), Z1(G)) such that ϕ(x̄) 6= 1.
Since Z1(G) is torsion-free this would imply that Z2(G)/Z1(G) is torsion-free as
well. Let x ∈ Z2(G) be the element which projects to x̄ ∈ Z2(G)/Z1(G). Thus
x /∈ Z1(G), therefore there exists an element g ∈ G such that [g, x] ∈ Z1(G)\{1}.
Define the map ϕ̃ : Z2(G)→ Z1(G) by:

ϕ̃(y) := [y, g],

where g ∈ G is the element above (such that [g, x] 6= 1). Clearly, ϕ̃(x) 6= 1; since
Z1(G) is the center of G, the map ϕ̃ descends to a map ϕ : Z2(G)/Z1(G) →
Z1(G). It follows from Part 3 of Lemma 5.1 that ϕ̃ is a homomorphism. Hence,
ϕ is a homomorphism as well. Since Z1(G) is torsion-free, it follows that
Z2(G)/Z1(G) is torsion-free too. Now, we replace G by the group Ḡ = G/Z1(G).

Since Z2(G)/Z1(G) is torsion-free, the group Ḡ has torsion-free center. Hence,
by the induction hypothesis, Zi(Ḡ)/Zi−1(Ḡ) is torsion-free for every i ≥ 1. How-
ever,

Zi(Ḡ)/Zi−1(Ḡ) ∼= Zi+1(G)/Zi(G),

for every i > 1. Thus, every group Zi+1(G)/Zi(G) is torsion-free, proving (b).
(b)⇒ (c). In view of (b), for each i, m 6= 0 and each x ∈ Zi(G) \Zi−1(G)

we have that xm /∈ Zi−1(G). Thus xm 6= 1. Therefore, G is torsion-free.
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Remark 5.35. Proposition 5.34 does not imply that for torsion-free nilpotent
groups the quotients CiG/Ci+1G are torsion-free. This is, in general, false.
Indeed, given an integer p > 2, consider the following subgroup G of the integer
Heisenberg group H3(Z):

G =


 1 k n

0 1 pm
0 0 1

 ; k,m, n ∈ Z

 .

Since H3(Z) is poly-C∞, so is G. On the other hand, the commutator subgroup
in G is:

G′ =


 1 0 pn

0 1 0
0 0 1

 ; n ∈ Z

 .

The quotient G/G′ is isomorphic to Z2 × Zp.

5.2 Polycyclic groups

Definition 5.36. A group G is polycyclic if it admits a subnormal descending
series

G = N0 . N1 . . . . . Nn . Nn+1 = {1} (11)

such that Ni/Ni+1 is cyclic for all i > 0.
A series as in (11) is called a cyclic series, and its length is the number of

non-trivial groups in this sequence, this number is 6 n+ 1 in (11). The length
`(G) of a polycyclic group is the least length of a cyclic series of G.

If, moreover, Ni/Ni+1 is infinite cyclic for all i > 0, then the group G is
called poly-C∞ and the series is called a C∞–series.

We declare the trivial group to be poly-C∞ as well.
Remark 5.37. If G is poly-C∞ then Corollary 3.17 implies that Ni ' Ni+1 o Z
for every i > 0; thus, the group G is obtained from Nn ' Z by successive
semidirect products with Z.

For general polycyclic groups G the above is no longer true, for instance, G
could be a finite group. However, the above property is almost true for G: every
polycyclic group contains a normal subgroup of finite index which is poly-C∞
(see Proposition 5.45).

Proposition 5.38. 1. A polycyclic group has the bounded generation prop-
erty. More precisely, let G be a group with a cyclic series (11) of length
n and let ti be such that tiNi+1 is a generator of Ni/Ni+1. Then every
g ∈ G can be written as g = tk11 · · · tknn , with k1, . . . , kn in Z.

2. A polycyclic torsion group is finite.

3. Any subgroup of a polycyclic group is polycyclic, and, hence, finitely gen-
erated.
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4. If N is a normal subgroup in a polycyclic group G, then G/N is polycyclic.

5. If N C G and both N and G/N are polycyclic then G is polycyclic.

6. Properties (3) and (5) hold with ‘polycyclic’ replaced by ‘poly-C∞’, but not
(4).

Proof. Part (1) follows by an easy induction on n.

Part (2) follows immediately from (1).

(3). Let H be a subgroup in G. Given a cyclic series for G as above, the
intersections H ∩Ni define a cyclic series for H.

(4). The proof is by induction on the length `(G) = n. For n = 1, G is cyclic
and any quotient of G is also cyclic.

Assume that the statement is true for all k 6 n, and consider a group G with
`(G) = n+ 1. Let N1 be the first term distinct from G in this cyclic series. By
the induction hypothesis, N1/(N1 ∩N) ' N1N/N is polycyclic. The subgroup
N1N/N is normal in G/N and (G/N)/(N1N/N) ' G/N1N is cyclic, as it is a
quotient of G/N1. It follows that G/N is polycyclic.

(5) Consider the cyclic series

G/N = Q0 > Q1 > · · · > Qn = {1}

and
N = N0 > N1 > · · · > Nk = {1} .

Given the quotient map π : G → G/N and Hi := π−1(Qi), the following is
a cyclic series for G:

G > H1 > . . . > Hn = N = N0 > N1 > . . . > Nk = {1} .

(6) The proofs of properties (3) and (5) with ‘polycyclic’ replaced by ‘poly-
C∞’ are identical. A counter-example for (4) with ‘polycyclic’ replaced by ‘poly-
C∞’ is G = Z, N = 2Z.

Remarks 5.39. 1. If G is polycyclic then, in general, the subset TorG ⊂ G
of finite order elements in G is neither a subgroup nor a finite set.

Consider for instance the infinite dihedral group D∞. This group can
be realized as the group of isometries of R generated by the symmetry
s : R→ R, s(x) = −x and the translation t : R→ R, t(x) = x+ 1, and as
noted before (see Section ??) D∞ = 〈t〉o 〈s〉. Therefore D∞ is polycyclic
by Proposition 5.38, (5), but TorD∞ is the union of a left coset and the
trivial subgroup:

TorG = s 〈t〉 ∪ {1}.

35



2. Every polycyclic group is virtually torsion-free (see Proposition 5.45).

Proposition 5.40. Every finitely generated nilpotent group is polycyclic.

Proof. This may be proved using Proposition 5.38, Part (5), and an induction
on the nilpotency class or directly, by constructing a series as in (11) as fol-
lows: Consider the finite descending series with terms CkG. For every k > 1,
CkG/Ck+1G is finitely generated abelian (see Corollary 5.12). According to the
classification of finitely generated abelian groups, there exists a finite subnormal
descending series

CkG = A0 > A1 > · · · > An > An+1 = Ck+1G

such that every quotient Ai/Ai+1 is cyclic. By inserting all these finite descend-
ing series into the one defined by CkG’s, we obtain a finite subnormal cyclic
series for G.

Theorem 5.41 (K. A. Hirsch, [Hir38]). All polycyclic groups are residually
finite.

We will prove a slightly stronger statement, generalizing Corollary 4.8.

Theorem 5.42. If a group G is virtually isomorphic to a polycyclic group, then
G is residually finite.

Proof. Since for a subgroup G0 6 G of finite index, G0 is residually finite if
and only if G is, the problem reduces to the following: If F C G is a finite
subgroup and G1

∼= G/F is polycyclic, then G is residually finite. The proof
is by induction on the cyclic length `(G1) of G1. For `(G1) = 1 the statement
follows from Corollary 4.7.

Assuming that the claim holds for all groups G1 of cyclic length n, consider
the case when `(G1) = n + 1. Then G1 contains a normal subgroup G2 such
that C = G1/G2 is cyclic. Let H denote the preimage of G2 under the quotient
homomorphism G→ G1. We thus have the short exact sequence

1→ H → G→ C → 1.

By the induction hypothesis, the group H is residually finite. The subgroup G2

of G1 is finitely generated according to Proposition 5.38. Hence, H is finitely
generated as well. Corollary 4.7 implies that G is residually finite. This con-
cludes the proof of the theorem.

An edifying example of a polycyclic group is the following.

Proposition 5.43. Let m,n > 1 be two integers, and let ϕ : Zn → Aut(Zm) be
a homomorphism.

The semidirect product G = Zm oϕ Zn is a poly-C∞ group.

Proof. The quotient G/Zm is isomorphic to Zn. Therefore by Proposition 5.38,
(6), the group G is poly-C∞.
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Exercise 5.44. Let Tn(K) be the group of invertible upper-triangular n × n
matrices with entries in a field K.

1. Prove that Tn(K) is a semidirect product of its nilpotent subgroup Un(K)
introduced in Exercise 5.9, and the subgroup of diagonal matrices.

2. Prove that, if K has zero characteristic, the subgroup of Tn(K) generated
by I +E12 and by the diagonal matrix with (−1, 1, . . . , 1) on the diagonal
is isomorphic to the infinite dihedral group D∞. Deduce that Tn(K) is not
nilpotent.

Proposition 5.45. A polycyclic group G contains a normal subgroup of finite
index which is poly-C∞.

Proof. We argue by induction on the length `(G) = n. For n = 1 the group G
is cyclic and the statement obviously true. Assume that the assertion is true for
n and consider a polycyclic group G having a cyclic series (11).

The induction hypothesis implies that N1 contains a normal subgroup S of
finite index which is poly-C∞. Known results in group theory imply that S has
a finite-index subgroup S1 which is normal in G. Proposition 5.38, Part (6),
implies that S1 is poly-C∞ as well.

If G/N1 is finite then S1 has finite index in G.
Assume that G/N1 is infinite cyclic. Then the group K = G/S1 contains the

finite normal subgroup F = N1/S1 such that K/F is isomorphic to Z. Corollary
3.17 implies that K is a semidirect product of F and an infinite cyclic subgroup
〈x〉. The conjugation by x defines an automorphism of F and since Aut(F )
is finite, there exists r such that the conjugation by xr is the identity on F .
Hence F 〈xr〉 is a finite-index subgroup in K and it is a direct product of F and
〈xr〉. We conclude that 〈xr〉 is a finite index normal subgroup of K. We have
that 〈xr〉 = G1/S1, where G1 is a finite index normal subgroup in G, and G1 is
poly-C∞ since S1 is poly-C∞. �

Corollary 5.46. (a) A poly-C∞ group is torsion-free.

(b) A polycyclic group is virtually torsion-free.

Proof. In view of Proposition 5.45, it suffices to prove (a). Consider a poly-C∞
group G. We argue by induction on the cyclic length `(G) = n. For n = 1, the
group G is infinite cyclic and the statement obviously holds. Assume that the
statement is true for all groups of cyclic length at most n and consider a group
G with `(G) = n + 1 and the cyclic series (11). Let g be an element of finite
order in G. Then its image in the infinite cyclic quotient G/N1 is the identity,
hence g ∈ N1. The induction hypothesis implies that g = 1.
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Proposition 5.47. Let G be a finitely generated nilpotent group. The following
are equivalent:

1. G is poly-C∞;

2. G is torsion-free;

3. the center of G is torsion-free.

Proof. Implication (1)⇒ (2) is Corollary 5.46, (a), while the implication (2)⇒
(3) is obvious. The implication (3)⇒ (1) follows from Proposition 5.34.

Proposition 5.48. Every polycyclic group is finitely presented.

Proof. The proof is an easy induction on the minimal length of a cyclic series,
combined with Proposition 3.43.

One parameter measuring the complexity of the “poly-C∞ part” of any poly-
cyclic group is the Hirsch number (generalizing the Hirsch length for nilpotent
groups), defined as follows:

Proposition 5.49. The number of infinite factors in a cyclic series of a poly-
cyclic group G is the same for all series. This number is called the Hirsch
number (or Hirsch length) of G.

Proof. The proof will follow from the following observation on cyclic series:

Lemma 5.50. Any refinement of a cyclic series is also cyclic. Moreover, the
number of quotients isomorphic to Z is the same for both series.

Proof. Consider a cyclic series

H0 = G > H1 > . . . > Hn = {1} .

A refinement of this series is composed of the following sub-series

Hi = Rk > Rk+1 > . . . > Rk+m = Hi+1 .

Each quotient Rj/Rj+1 embeds naturally as a subgroup in Hi/Rj+1, and the
latter is a quotient of the cyclic group Hi/Hi+1; hence all quotients are cyclic.
If Hi/Hi+1 is finite then all quotients Rj/Rj+1 are finite.

Assume now that Hi/Hi+1 ' Z. We prove by induction on m > 1 that
exactly one among the quotients Rj/Rj+1 is isomorphic to Z, and the other
quotients are finite. For m = 1 the statement is clear. Assume that it is true
for m and consider the case of m+ 1.

If Hi/Rk+m is finite then all Rj/Rj+1 with j 6 k + m − 1 are finite. On
the other hand, under this assumption, hand Rk+m/Rk+m+1 cannot be finite,
otherwise Hi/Hi+1 would be finite.
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Assume that Hi/Rk+m ' Z. The induction hypothesis implies that exactly
one quotient Rj/Rj+1 with j 6 k+m− 1 is isomorphic to Z and the others are
finite. The quotient Rk+m/Rk+m+1 is a subgroup of Hi/Rk+m+1 ' Z such that
the quotient by this subgroup is also isomorphic to Z. This can only happen
when Rk+m/Rk+m+1 is trivial.

Proposition 5.49 now follows from Lemma 5.50 and the Jordan-Hölder The-
orem.
Exercise 5.51. Show that for each finitely generated nilpotent group the Hirsch
number equals the Hirsch length h(G), defined earlier.

In view of this exercise, the Hirsch number for a polycyclic group G will be
again denoted h(G).

A natural question to ask is the following.
Question 5.52. Since poly-C∞ groups are constructed by successive semidirect
products with Z, is there a way to detect during this construction whether the
group is nilpotent or not?

The answer to this question has some interesting relation to the geometry
of groups (more precisely, their rate of growth).
Remark 5.53. We conclude the section on polycyclic groups by noting that one
is able to list three types of induction arguments that can be used when proving
results about polycyclic groups:

1. induction on the length;

2. induction on the Hirsch length;

3. noetherian induction. The third type of induction will be explained later
on (see Remark 5.64).

5.3 Solvable groups: Definition and basic properties
Recall that G′ denotes the derived subgroup [G,G] of the group G. Given a
group G, we define its iterated commutator subgroups G(k) inductively by:

G(0) = G,G(1) = G′, . . . , G(k+1) =
(
G(k)

)′
, . . .

The descending series

GDG′ D . . .DG(k) DG(k+1) D . . .

is called the derived series of the group G.
Note that all subgroups G(k) are characteristic in G.

Definition 5.54. A group G is solvable if there exists k such that G(k) = {1}.
The minimal k such that G(k) = {1} is called the derived length of G and the
group G itself is called k-step solvable. A solvable group of derived length at
most two is called metabelian.
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We will use the notation `der(G) for the derived length.

Proposition 5.55. 1. If N is a normal subgroup in G and both N and G/N
are solvable, then G is solvable. If the derived lengths of G/N and N are
at most d, d′ respectively, then the derived length of G is at most d + d′.
In other words, the derived length is subadditive:

`der(G) 6 `der(N) + `der(G/N).

2. Every subgroup H of a solvable group G is solvable and

`der(H) 6 `der(G).

3. If G is solvable and N C G, then G/N is solvable and

`der(G/N) 6 `der(G).

Note that the statement (1) is not true when ‘solvable’ is replaced by ‘nilpo-
tent’, consider, for instance, the infinite dihedral group D∞.

Proof. (1) We are assuming that G/N is solvable of derived length d and N is
solvable of derived length d′. Since (G/N)

(d)
= {1̄} it follows that G(d) 6 N .

Then, as G(d+i) 6 N (i), we obtain G(d+d′) = {1} .

(2) Note that for every subgroup H of a group G, H ′ 6 G′. Thus, by
induction,

H(i) 6 G(i).

If G is solvable of derived length k then G(k) = {1}; thus H(k) = {1} as well
and, hence, H is also solvable.

(3) Consider the quotient map π : G→ G/N . It is immediate that π
(
G(i)

)
=

(G/N)
(i), in particular if G is solvable then G/N is solvable.

For the next exercise, we will need the following definition: A finite sequence
of vector subspaces

V0 ( V1 ( · · · ( Vk

in a vector space V is called a flag in V . If the number of the subspaces in
such a sequence is maximal possible (equal dim(V ) + 1), the flag is called full
or complete. In other words, dim(Vi) = i for all members of this sequence.
Exercise 5.56. 1. Prove that the subgroup Tn(K) of upper-triangular matri-

ces inGL(n,K), where K is a field, is solvable. [Hint: you may use Exercise
5.9.]
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2. Use Part (1) to show that for a finite-dimensional vector space V , the
subgroup G of GL(V ) consisting of elements g preserving a complete flag
in V (i.e. gVi = Vi, for every g ∈ G and every i) is solvable.

3. Let V be a K-vector space of dimension n, and let

V0 = 0 ⊂ V1 ⊂ · · · ⊂ Vk−1 ⊂ Vk = V

be a flag, not necessarily complete. Let G be a subgroup of GL(V ) pre-
serving this flag. For every i ∈ {1, 2, . . . , k − 1} let ρi be the projection
G → GL(Vi+1/Vi). Prove that if every ρi(G) is solvable, then G is also
solvable.

Exercise 5.57. 1. Let Fk denote the field with k elements. Use the 1-dimensional
vector subspaces in F2

k to construct a homomorphism GL(2,Fk) → Sn for an
appropriate n.

2. Prove that GL(2,F2) and GL(2,F3) are solvable.

5.4 Solvable versus polycyclic
Proposition 5.58. Every polycyclic group G is solvable.

Proof. This follows immediately by an induction argument on the cyclic length
of G and Part (1) of Proposition 5.55.

Definition 5.59. A group is said to be noetherian, or to satisfy the maximal
condition if for every increasing sequence of subgroups

H1 6 H2 6 · · · 6 Hn 6 · · · (12)

there exists N such that Hn = HN for every n > N .

Proposition 5.60. A group G is noetherian if and only if every subgroup of G
is finitely generated.

Proof. Assume thatG is a noetherian group, and letH 6 G be a subgroup which
is not finitely generated. Pick h1 = H \ {1} and let H1 = 〈h1〉. Inductively,
assume that

H1 < H2 < ... < Hn

is a strictly increasing sequence of finitely generated subgroups ofH, pick hn+1 ∈
H \Hn, and set Hn+1 = 〈Hn, hn+1〉. We thus have a strictly increasing infinite
sequence of subgroups of G, contradicting the assumption that G is noetherian.

Conversely, assume that all subgroups of G are finitely generated, and con-
sider an increasing sequence of subgroups as in (12). Then H =

⋃
n>1Hn is a

subgroup, hence generated by a finite set S. There exists N such that S ⊆ HN ,
hence HN = H = Hn for every n > N .

41



Exercise 5.61. If G1 is noetherian and G2 is virtually isomorphic to G1, then
G2 is also noetherian.

Proposition 5.62. A solvable group is polycyclic if and only if it is noetherian.

Proof. The ‘only if’ part follows immediately from Parts (1) and (3) of Propo-
sition 5.38. Let G be a noetherian solvable group. We prove by induction on
the derived length k that G is polycyclic.

For k = 1 the group is abelian, and since, by hypothesis, G is finitely gener-
ated, it is polycyclic.

Assume that the statement is true for k and consider a solvable group G
of derived length k + 1. The commutator subgroup G′ 6 G is also noetherian
and solvable of derived length k. Hence, by the induction hypothesis, G′ is
polycyclic. The abelianization Gab = G/G′ is finitely generated (because G
is, by hypothesis), hence it is polycyclic. It follows that G is polycyclic by
Proposition 5.38 (5).

Remark 5.63. There are noetherian groups that are not virtually polycyclic, e.g.
Tarski monsters: finitely generated groups such that every proper subgroup is
cyclic, see [Ol’91].

Remark 5.64. 1. Proposition 5.62 implies that, given any property (∗) sat-
isfied by the trivial group {1}, a polycyclic group contains a maximal
subgroup with property (∗).

2. With the above result, we can introduce a third type of inductive argument
that can be used in polycyclic groups, besides those appearing in Remark
5.53: the noetherian induction. Thus, assume that we have to prove that
every polycyclic group has a certain property P . Then it suffices to check
that the trivial group {1} has property P (initial case), and that a group
G such that all its proper quotients G/N have P must in its turn have
property P (inductive step).

Indeed, assume that, once all the above was checked, one finds a group
G that does not have property P . Let (∗) be the property of being a
normal subgroup K such that the quotient G/K does not have property
P , and let N be a maximal subgroup satisfying (∗). Then G/N is a
polycyclic subgroup without property P such that all its proper quotients
have property P , contradicting the inductive step.

3. The noetherian induction can be used not only for polycyclic groups, but
for any class of noetherian groups that is closed with respect to the oper-
ation of taking quotients.

By Proposition 5.58 every nilpotent group is solvable. A natural question to
ask is to find a relationship between nilpotency class and derived length.
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Proposition 5.65. 1. For every group G and every i > 0,

G(i) 6 C2iG.

2. If G is a k-step nilpotent group then its derived length is at most

[log2 k] + 1 .

Proof. (1) The statement is obviously true for i = 0. Assume that it is true for
i. Then

G(i+1) =
[
G(i), G(i)

]
6
[
C2iG,C2iG

]
6 C2i+1

G.

In the last inclusion we applied Proposition 5.27.
(2) follows immediately from (1).

Remark 5.66. The derived length can be much smaller than the nilpotency class:
the dihedral subgroup D2n with n = 2k is k-step nilpotent and metabelian.

An instructive example of solvable group is the lamplighter group. This
group is the wreath product G = Z2 o Z in the sense of Definition 2.2.
Exercise 5.67. Prove that if K,H are solvable groups then K oH is solvable. In
particular, the lamplighter group G is solvable (even metabelian).

In view of Ex. Sheet 1, since wreath products of finitely generated groups
are finitely generated as well, the lamplighter group is finitely generated. On
the other hand:

1. Not all subgroups in the lamplighter group G are finitely generated: the
subgroup

⊕
n∈Z Z2 of G is not finitely generated.

2. The lamplighter group G is not virtually torsion-free: For any finite-index
subgroup H 6 G, H ∩

⊕
n∈Z Z2 has finite index in

⊕
n∈Z Z2; in particular

this intersection is infinite and contains elements of order 2.

Both (1) and (2) imply that the lamplighter group is not polycyclic.

3. The commutator subgroup G′ of the lamplighter group G coincides with
the following subgroup of

⊕
n∈Z Z2:

C = {f : Z→ Z2 | Supp(f) has even cardinality} , (13)

where Supp(f) = {n ∈ Z | f(n) = 1}.

[NB. The notation here is additive, the identity element is 0.]

In particular, G′ is not finitely generated and the group G is metabelian
(since G′ abelian).
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We prove (3). First of all, C is clearly a subgroup. Note also that

(f,m)−1 = (−ϕ(−m)f,−m) ,

where ϕ is the action of Z on the space of functions f : Z → Z2 via shift: For
m ∈ Z,

ϕ(m) : f(x) 7→ f(x+m).

If we think of functions f as biinfinite sequences, then ϕ(m) acts on a sequence
via shifting all the indices by m. A straightforward calculation gives

[(f,m), (g, n)] = (f − g − ϕ(n)f + ϕ(m)g , 0) .

Now, observe that either Supp(f) and Supp(ϕ(n)f) are disjoint, in which
case Supp(f − ϕ(n)f) has cardinality twice the cardinality of Supp f , or they
overlap on a set of cardinality k; in the latter case, Supp(f − ϕ(n)f) has
cardinality twice the cardinality of Supp f minus 2k. The same holds for
Supp(−g + ϕ(m)g) . Since C is a subgroup,

(f − g − ϕ(n)f + ϕ(m)g) = (f − ϕ(n)f − (g − ϕ(m)g)) ∈ C.

This shows that G′ 6 C.
Consider the opposite inclusion. The subgroup C is generated by functions

f : Z→ Z2 ,Supp f = {a, b}, where a, b are distinct integers; thus, it suffices to
show that (f, 0) ∈ G′. Let δa : f : Z→ Z2 , Supp δa = {a}. Then

[(δa, 0), (0, b− a)] = (δa − ϕ(b− a)δa, 0) = (f, 0)

which implies that (f, 0) 6 G′.

We conclude this section by noting that, unlike polycyclic groups, solvable
groups may not be finitely presented. An example of such a group is the wreath
product Z o Z [Bie79]. We refer to the same paper for a survey on finitely pre-
sented solvable groups. Nevertheless, a solvable group may be finitely presented
without being polycyclic; for instance the Baumslag–Solitar group

G = BS(1, p) =
〈
a, b|aba−1 = bp

〉
is metabelian but not polycyclic (for |p| > 2). The derived subgroup G′ of G
is isomorphic to the additive group of p-adic rational numbers, i.e. rational
numbers whose denominators are powers of p. In particular, G′ is not finitely
generated. Hence, in view of Proposition 5.38, G is not polycyclic.
Exercise 5.68. Show that the group G = BS(1, p) is metabelian.

6 Linear groups

6.1 Preliminary results
In this section, K will denote an algebraically closed field (e.g. C) and V a
finite-dimensional vector space over K.

44



We let End(V ) denote the algebra of (linear) endomorphisms of V and
GL(V ) the group of invertible endomorphisms of V . Linear actions of groups
G on V are called representations of G on V .

A group G that is isomorphic to a subgroup of GL(V ) for some V , is called
a matrix group or a linear group.

We recall a few standard facts, either seen in courses in past years, or easily
found in textbooks. Some of the proofs being more elaborate and beyond the
scope of this course, we will not give them here, but simply assume the results
and use them.

Lemma 6.1. The bilinear form on End(V ), regarded as a vector space over K,
defined by

τ : End(V )× End(V )→ K, τ(A,B) = tr(ABT )

is non-degenerate.

Proof. Representing A and B by their matrix entries (aij), (bkl), we obtain:

tr(ABT ) = Σi,jaij bij).

Therefore, if for some i, j, aij 6= 0, we take B such that bkl = 0 for all (k, l) 6=
(i, j) and bij = 1. Then tr(ABT ) = aij 6= 0.

Fixing a basis for V determines:

• an isomorphism of groups GL(V ) ' GLn(K), where GLn(K), the general
linear group, is the group of all invertible n× n matrices over K;

• an isomorphism of algebras End(V ) ' Mn(K), where the latter is the
algebra of all n× n matrices over K.

We use the following notation:

• SLn(K) = {g ∈ GLn(K) | det(g) = 1} for the special linear group;

• Tn(K) for the group of invertible upper-triangular n × n matrices with
entries in the field K;

• Un(K) for the upper unitriangular group, that is the subgroup of Tn(K)
composed of matrices with all diagonal entries equal to 1.

The subalgebra of End(V ) generated by a linear group G will be denoted
by K[G]; this is just the linear span of G over K.

If V is a vector space and A ⊂ End(V ) is a subgroup, then A is said to
act irreducibly on V if V contains no proper subspace {0} ( V ′ ( V such that
aV ′ ⊂ V ′ for all a ∈ A.

We say that the action of A on V is completely reducible if V decomposes as
a direct sum of irreducible subspaces.
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A linear group G ≤ GL(V ) is called triangularizable if there exists a basis
of V with respect to which G is represented by upper-triangular matrices.

If G is triangularizable then G’ is unipotent, hence nilpotent. So G is solv-
able. The converse can be easily proven in the particular case of abelian groups,
as follows.

Lemma 6.2. If A is an abelian group acting irreducibly on V then V has
dimension 1.

Proof. As K is algebraically closed, every a ∈ A has at least an eigenvalue. The
corresponding space of eigenvectors is b-invariant for every b ∈ A, hence it must
coincide with V . Thus, every a ∈ A is a multiple of the identity map on V ,
hence by irreducibility V must have dimension 1.

Lemma 6.2 and an easy induction on the dimension of V give the following.

Lemma 6.3. If A is an abelian group acting on V then there exists a basis of
V with respect to which A becomes upper triangular.

A proof of the following theorem can be found, for instance, in [Lan02,
Chapter XVII, §3, Corollary 3.3]:

Theorem 6.4 (Burnside’s theorem). If A ⊂ End(V ) is a subalgebra which acts
absolutely irreducibly on a finite-dimensional vector space V , then A = End(V ).
In particular, if G ⊂ End(V ) is a subsemigroup acting irreducibly, then G spans
End(V ) as a vector space, i.e. K[G] = End(V ).

Corollary 6.5. If G is irreducible then the only matrices commuting with all
the elements of G are the identity and its scalar multiples.

Theorem 6.6. Suppose that G ≤ GLn(K) is irreducible and that

|{tr(g) | g ∈ G}| = q <∞.

Then |G| ≤ qn2

.

Proof. By the preceding theorem, G contains m = n2 linearly independent
matrices w(1), . . . , w(m). For µ∈ km let

G(µ) = {g ∈ G | tr(w(s)g) = µs (s = 1, . . . ,m)} .

Observe that g = (gij) ∈ G(µ) if and only if it satisfies the equations
n∑
i=1

n∑
l=1

w(s)ilgli = µs (s = 1, . . . ,m).

This is a system of m = n2 linearly independent equations, so it has at most
one solution (gij). The result follows as there are just qn

2

possibilites for µ.

Corollary 6.7. Suppose that G ≤ GLn(k) is completely reducible and that
ge = 1 ∀g ∈ G. Then |G| ≤ en3

.

Proof. See Ex. Sheet 4.
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6.2 Virtually nilpotent and solvable subgroups of GLn(K)

In this section we collect various properties about virtually nilpotent and solv-
able subgroups of GL(n,K) for arbitrary fields K (not necessarily algebraically
closed).

In what follows, V will denote a finite-dimensional vector space over a field
K.

Recall that an endomorphism h ∈ End(V ) of V is nilpotent if hk = 0 for
some k > 0. Equivalently, in some basis, h can be written as an upper triangular
matrix with zeroes on the diagonal.

Automorphisms of V of the form I+h, with h nilpotent, are called unipotent.
Here and in what follows, I is the identity map V → V . An automorphism g
of V is called quasiunipotent if all the eigenvalues of g are roots of unity in K̄.
Equivalently, g is quasiunipotent if gk is unipotent for some k > 0.

A subgroup G < GL(V ) is unipotent (respectively, quasiunipotent) if every
element of G is unipotent (respectively, quasiunipotent).

Theorem 6.8 (Kolchin’s theorem). Suppose that K = K̄ and G < GL(V )
is a unipotent subgroup. Then G is conjugate to a subgroup of the group of
invertible upper-triangular matrices Tn(K). In particular, G is a subgroup of
the group Un(K) of upper triangular matrices with 1 on the diagonal, and G is
nilpotent.

Proof. The proof is by induction on the dimension n of V . The claim is clear
for n = 1, hence, we assume that n > 1. The statement of the theorem amounts
to the claim that G preserves a full flag

0 ⊂ V1 ⊂ . . . ⊂ Vn−1 ⊂ V,

where i = dim(Vi) for each i. Indeed, given such a flag, we will inductively
pick basis elements ei ∈ Vi such that {e1, . . . , ei} is a basis in Vi. With respect
to this basis, each subgroup of GL(V ) preserving the flag will be contained in
Tn(K).

Suppose first that the action of G on V is reducible, that is G preserves a
proper subspace V ′ ⊂ V . Then we obtain two induced actions of G on V ′ (by
restriction) and on V ′′ = V/V ′ (by projection). Since both actions preserve
full flags in V ′, V ′′ (by the induction hypothesis), the combination of these flags
yields a full G-invariant flag in V .

Therefore, we will assume that the action of G on V is irreducible. For
each g ∈ G the endomorphism g′ = g − I is nilpotent, hence, has zero trace.
Therefore, for all x ∈ G, we have

tr(g′x) = tr(gx− x) = tr(I)− tr(I) = 0.

Since, by Burnside’s theorem, G spans End(V ), we conclude that for each x ∈
End(V ) and each g ∈ G,

tr(g′x) = 0.

Using the fact that τ is a nondegenerate pairing on End(V ) (Lemma 6.1), we
conclude that g′ = 0 for all g ∈ G, i.e. G = {1}.
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Remark 6.9. An alternative argument in the irreducible case above is to note
that all the elements in G have trace n and apply Theorem 6.6 to conclude that
the group G is of cardinality 1.

The following theorem is a minor variation on Kolchin’s theorem.

Proposition 6.10. Suppose that K = K̄, G < GL(V ) is quasiunipotent and,
moreover, there exists an upper bound α on the orders of all eigenvalues of
elements g ∈ G. Then G contains a finite index subgroup conjugate into the
group of upper triangular matrices Tn(K). The index depends only on V and on
α.

Proof. The proof follows closely the proof of Kolchin’s Theorem. As in Kolchin’s
Theorem, the proof is by induction on the dimension of V and it suffices to
consider the case of subgroups acting irreducibly on V .

The orders of the eigenvalues of elements of G are uniformly bounded, there-
fore the set of traces of elements of G is a certain finite set C ⊂ K of cardinality
q.

By Theorem 6.6, we conclude that the group G is finite, of cardinality at
most qn

2

, where n = dimV.

Suppose that G < Tn(K) is quasiunipotent with an upper bound on the
orders of the eigenvalues. Then there exists k > 0 such that gk is unipotent
for each g ∈ G. Therefore, G contains a finite index subgroup G1 contained in
Un(K). Since (see Example 5.7) the group Un(K) is nilpotent, we obtain:

Corollary 6.11. Suppose that G < GL(V ) is quasiunipotent and, moreover,
there exists an upper bound α on the orders of all the eigenvalues of elements
g ∈ G. Then G is virtually nilpotent. Moreover, the index of the nilpotent
subgroup in G depends only on V and α.

As far as linear solvable groups are concerned, we have the following results,
which we give here without proof.

Theorem 6.12. (Lie-Kolchin-Mal’cev Theorem) Let G be a solvable linear
group of degree n. Then G has a triangularizable normal subgroup K of finite
index at most µ(n), a number that depends only on n.

Definition 6.13. Given two classes of groups X and Y we say that a group G is
X -by-Y if there exists a short exact sequence

{1} −→ N
i−→ G

π−→ Q −→ {1} ,

such that N ∈ X and Q ∈ Y.

Corollary 6.14. Let G be a solvable linear group of degree n.

(i) G is virtually unipotent-by-abelian;

(ii) the derived length of G is at most β(n) := n+ log2 µ(n).
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Claim (ii) is the Zassenhaus Theorem.

This can be combined with the following general result.

Theorem 6.15 (see [Rag72]). Every nilpotent subgroup of GL(n,Z) is finitely
generated.

Corollary 6.14 and Theorem 6.15 imply the following.

Corollary 6.16. Every finitely generated solvable group linear over Z is poly-
cyclic.

Proof. By Corollary 6.14 such a group G has a finite index subgroup that is
unipotent-by-abelian, hence a finite index normal subgroup N that is polycyclic
by Theorem 6.15.

The quotient G/N is solvable and finite, hence noetherian, hence polycyclic.
Proposition 5.38, (5), implies that G is polycyclic.

It is also true, conversely, that every polycyclic group is linear over Z (the-
orem of L. Auslander).

Theorem 6.17 (Auslander’s Theorem). Every polycyclic group is linear over Z.

For a proof we refer to [Seg83, Chapter 5].

Corollary 6.18. Every polycyclic group is virtually nilpotent-by-abelian.

We have thus obtained the following way of distinguishing polycyclic groups
among solvable groups.

Theorem 6.19. A finitely generated solvable group is polycyclic if and only if
it is linear over Z.

7 Solvable versus nilpotent: growth of groups

7.1 The growth function
Definition 7.1. We introduce the following asymptotic inequality between func-
tions f, g : X → R with X ⊂ R : we write f � g if there exist a, b > 0, c > 0
and x0 ∈ R such that for all x ∈ X, x > x0, we have bx+ c ∈ X and

f(x) 6 ag(bx+ c).

If f � g and g � f then we write f � g and we say that f and g are asymptot-
ically equal.

Suppose that G is a finitely generated group endowed with a word metric
distS associated to a finite generating set S, with the usual assumptions that
S−1 = S and 1 6∈ S.

We define the growth function

GG,S(R) := card B̄(1, R),
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the cardinality of the closed R-ball centered at 1 with respect to the metric
distS .

Lemma 7.2. Assume that (G,distS) and (H,distX) are two groups with word
metrics that are bi-Lipschitz equivalent to each other, i.e. there exists L > 0
and a bijection f : G→ H such that

1

L
distS(g, g′) 6 distX(f(g), f(g′)) 6 LdistS(g, g′) ,∀g, g′ ∈ G . (14)

Then GG,S � GH,X .
This is in particular true when (H,distX) = (G,distS′), for another finite

set S′ generating G.

Proof. Let f̄ : H → G be the inverse of f .
Let D = max(distX(f(1G), 1H),distS(1G, f̄(1H)). Then for each R > 0,

f(B̄(1G, R)) ⊂ B̄(1H , LR+D), f̄(B̄(1H , R)) ⊂ B̄(1G, LR+D).

It follows that
card B̄(1G, R) 6 card B̄(1H , LR+D)

and
card B̄(1H , R) 6 card B̄(1G, LR+D).

Corollary 7.3. If S, S′ are two finite generating sets of G then GS � GS′ .
Thus one can speak about the growth function GG of a group G, well defined up
to the equivalence relation �.

Examples 7.4. 1. If G = Zk then GS � xk for every finite generating set S.

2. If G = Fk is the free group of finite rank k > 2 and S is the set of k
generators then

GS(n) = 1 + (qn − 1)
q + 1

q − 1
, q = 2k − 1.

Exercise 7.5. 1. Prove the two statements above.

2. Conclude that Zm is bi-Lipschitz equivalent to Zn if and only if n = m.

3. Compute the growth function for the group Z2 equipped with the gener-
ating set x, y, where {x, y} is a basis of Z2.

Proposition 7.6. 1. If G is infinite, GS |N is strictly increasing.

2. The growth function is sub-multiplicative:

GS(r + t) 6 GS(r)GS(t) .
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3. For each finitely generated group G, GG(r) � 2r .

Proof. (1) Consider two integers n < m. As G is infinite there exists g ∈ G
at distance d > m from 1. The shortest path joining 1 and g in Cayley(G,S)
can be parameterized as an isometric embedding p : [0, d]→ Cayley(G,S). The
vertex p(n+ 1) is an element of B̄(1,m) \ B̄(1, n).

(2) follows immediately from the fact that

B̄(1, n+m) ⊆
⋃

y∈B̄(1,n)

B̄(y,m) .

(3) follows from the existence of an epimorphism πS : F (S) → G, where S
is a finite generating set of G.

The property (2) implies that the function lnGS(n) is sub-additive, hence
by the Fekete’s Lemma, see e.g. [HP74, Theorem 7.6.1], there exists a (finite)
limit

lim
n→∞

lnGS(n)

n
.

Hence, we also get a finite limit

γS = lim
n→∞

GS(n)
1
n ,

called growth constant. The property (1) implies that GS(n) > n; whence,
γS > 1.
Definition 7.7. If γS > 1 then G is said to be of exponential growth. If γS = 1
then G is said to be of sub-exponential growth.

Note that by Corollary 7.3, if there exists a finite generating set S such that
γS > 1 then γS′ > 1 for every other finite generating set S′. Likewise for the
equality to 1.

Exercise 7.8. Prove that, for every n > 2, the group SL(n,Z) has exponential
growth.

Proposition 7.9. (a) If H is a finitely generated subgroup in a finitely gen-
erated group G then GH � GG.

(b) If H is a subgroup of finite index in G then GH � GG.

(c) If N is a normal subgroup in G then GG/N � GG

(d) If N is a finite normal subgroup in G then GG/N � GG.
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Proof. (a) If X is a finite generating set of H and S is a finite generating
set of G containing X then Cayley(H,X) is a subgraph of Cayley(G,S) and
distX(1, h) > distS(1, h) for every h ∈ H. In particular the closed ball of radius
r and center 1 in Cayley(H,X) is contained in the closed ball of radius r and
center 1 in Cayley(G,S).

The proofs of (b) and (d) are variations of the proof of Lemma 7.2.

(c) Let S be a finite generating set in G, and let S̄ = {sN | s ∈ S, s 6∈ N} be
the corresponding finite generating set in G/N . The epimorphism π : G→ G/N
maps the ball of center 1 and radius r onto the ball of center 1 and radius r.

Question 7.10 (J. Milnor [Mil68b]). Is it true that the growth of a finitely
generated group is either polynomial (i.e. GS(t) � td for some integer d) or
exponential (i.e. γS > 1)?

R. Grigorchuk in [Gri84] proved that Milnor’s question has a negative an-
swer, by constructing finitely generated groups of intermediate growth, i.e. their
growth is superpolynomial but subexponential. More precisely, Grigorchuk
proved that for every sub-exponential function f there exists a group Gf of
intermediate growth equipped with a finite generating set Sf whose growth
function GSf (n) is larger than f(n) for infinitely many n. The first explicit
computations of growth functions (up to the equivalence relation �) for some
groups of intermediate growth were done by L. Bartholdi and A. Erschler in
[BE12]. For every k ∈ N , they constructed examples of torsion groups Gk and
of torsion-free groups Hk such that their growth functions satisfy

GGk(x) � exp
(
x1−(1−α)k

)
,

and
GHk(x) � exp

(
log x · x1−(1−α)k

)
,

Here α is the number satisfying 23− 3
α + 22− 2

α + 21− 1
α = 2 .

We note that all currently known groups of intermediate growth have growth
larger than 2

√
n. Existence of finitely presented groups of intermediate growth

is unknown.

One can easily see that every abelian group has polynomial growth. It is
a more difficult theorem (proven independently by Hyman Bass [Bas72] and
Yves Guivarc’h [Gui70, Gui73]) that all nilpotent groups also have polynomial
growth.
Definition 7.11. Let G be a finitely generated nilpotent group of class k. Let mi

denote the free rank of the abelian group CiG/Ci+1G; define the homogeneous
dimension of G,

d(G) =

k∑
i=1

imi.
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Theorem 7.12 (Bass–Guivarc’h Theorem). The growth function of G satisfies

GG(n) � nd . (15)

7.2 Wolf’s Theorem
In this section we classify (virtually) polycyclic groups according to their growth.
We first discuss a particular case for which the proof contains all the ideas used
in the general case.
Notation 7.13. If G is a group, a semidirect product G oΦ Z is defined by
a homomorphism Φ : Z → Aut (G). The latter homomorphism is entirely
determined by Φ(1) = ϕ. We set

S = Goϕ Z := GoΦ Z

7.3 Automorphisms of Zn

Theorem 7.14. The group of automorphisms of Zn is isomorphic to GL(n,Z).

Proof. Consider the basis {e1, . . . , en} of Zn, where

ei = ( 0, . . . , 0︸ ︷︷ ︸
i−1 times

, 1, 0, . . . , 0︸ ︷︷ ︸
n−i times

) .

Let φ : Zn → Zn be an automorphism. Set

φ(ei) =

n∑
j=1

mijej . (16)

We thus obtain a map µ : φ 7→Mφ = (mij), where Mφ is a matrix with integer
entries. We leave it to the reader to check that µ(φ ◦ ψ) = MφMψ. It follows
that µ(φ) ∈ GL(n,Z) for every φ ∈ Aut(Zn).

Given a matrix M ∈ GL(n,Z), we define an endomorphism

φ : Zn → Zn,

using the equation (16). Since the map ν : M 7→ φ respects the composition, it
follows that ν : GL(n,Z)→ Aut(Zn) is a homomorphism and µ = ν−1.

Below we establish several properties of automorphisms of free abelian groups.

Lemma 7.15. Let v = (v1, .., vn) ∈ G = Zn be a vector with gcd(v1, . . . , vn) =
1. Then H = G/ 〈v〉 is free abelian of rank n−1. Moreover, there exists a basis
{y1,y2, . . . ,yn−1,v} of G such that {y1 + 〈v〉 , . . . ,yn−1 + 〈v〉} is a basis of H.
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Proof. First, let us show that the group H is free abelian; since this group is
finitely generated, it suffices to verify that it is torsion-free. We will use the
notation x 7→ x̄ for the quotient map G→ H.

Let u ∈ G be such that ū ∈ H has finite order k. Then ku ∈ 〈v〉, i.e.
ku = mv for some m ∈ Z. Since gcd(v1, . . . , vn) = 1, it follows that k|m and,
hence, u ∈ 〈v〉, ū = 1̄.

Thus, H = Zn/ 〈v〉 is torsion-free, and, hence, it is free abelian of finite
rank m. Next, the homomorphism G → H extends to a surjective linear map
Rn → Rm, whose kernel is the line spanned by v. Therefore, m = n− 1.

Let {x̄1, . . . , x̄n−1} be a basis on H. The map

x̄i 7→ xi, i = 1, . . . , n− 1,

extends to a group monomorphism H → G; thus, the set {x1, . . . , xn−1, v}
generates Zn. It follows that {x1, . . . , xn−1, v} is a basis of G.

Lemma 7.16. If a matrix M in GL(n,Z) has all eigenvalues equal to 1 then
there exists a finite ascending series of subgroups

{1} = Λ0 6 Λ1 6 · · · 6 Λn−1 6 Λn = Zn

such that Λi ' Zi, Λi+1/Λi ' Z for all i > 0, M(Λi) = Λi and M acts on
Λi+1/Λi as the identity.

Proof. Since M has eigenvalue 1, there exists a vector v = (v1, .., vn) ∈ Zn such
that gcd(v1, .., vn) = 1 and Mv = v. Then M induces an automorphism of
H = Zn/ 〈v〉 ' Zn−1 and the matrix M̄ of this automorphism has only 1 as an
eigenvalue. This follows immediately when writing the matrix of the automor-
phism M with respect to a basis {x1, x2, . . . , xn−1, v} of Zn as in Lemma 7.15
and looking at the characteristic polynomial. Now, lemma follows by induction
on n.

The following lemma is a special case of a classical result of L. Kronecker;
see [Kro57] or Proposition 1.2.1 in [GdlHJ89]. Our proof follows Kronecker’s
original argument.

Lemma 7.17. Let M ∈ GL(n,Z) be a matrix such that each eigenvalue of M
has absolute value 1. Then all the eigenvalues of M are roots of unity.

Proof. Recall that for each n×n matrix A with the eigenvalues µ1, . . . , µn (here
and below, we repeat the eigenvalues if necessary, according to their multiplici-
ties) the characteristic polynomial pA(t) equals

n∑
i=0

an−it
i,

where, by Vieta’s formulae,

ai = det(A)(−1)nσi(µ1, . . . , µn),
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and σi is the ith elementary symmetric polynomial:

σi(x1, . . . , xn) =
∑

16j1<...<ji6n

xj1 . . . xji .

We now return to the integer square matrix M as in lemma and let λ1, . . . , λn
denote its eigenvalues. Consider the sequence of matrices Mk, k ∈ N. The
eigenvalues ofMk are λk1 , . . . , λkn, which, by the assumption, all have the absolute
value 1. Therefore, the coefficients of the characteristic polynomials pk(t) :=
pMk(t) of Mk are uniformly bounded, independently on k. Since the matrices
Mk belong to GL(n,Z), there are only finitely many distinct characteristic
polynomials of the matrices Mk. Hence, there exists an infinite sequence k1 <
k2 < k3 < . . ., such that

pk1(t) = pk2(t) = pk3(t) = . . . .

It follows that there are distinct members of this sequence, q < r, such that

λq1 = λr1, . . . , λ
q
n = λrn.

Hence, for each i = 1, . . . , n
λr−qi = 1,

which means that each eigenvalue of M is a root of unity.

Lemma 7.18. If a matrix M in GL(n,Z) has one eigenvalue λ of absolute
value at least 2 then there exists a vector v ∈ Zn such that the following map is
injective:

Φ :
⊕
n∈Z+

Z2 −→ Zn

Φ : (sn)n 7→ s0v + s1Mv + . . .+ snM
nv + . . . .

(17)

Proof. The matrixM defines an automorphism ϕ : Zn → Zn , ϕ(v) = Mv. The
dual map ϕ∗ has the matrix MT in the dual canonical basis. Therefore, it also
has the eigenvalue λ and, hence, there exists a linear form f : Cn → C such
that ϕ∗(f) = f ◦ ϕ = λf .

Take v ∈ Zn \ Ker f . Assume that the map Φ is not injective. It follows
that there exist some (tn)n, tn ∈ {−1, 0, 1} , such that

t0v + t1Mv + . . .+ tnM
nv + . . . = 0.

Let N be the largest integer such that tN 6= 0. Then

MNv = r0v + r1Mv + . . .+ rN−1M
N−1v

where ri ∈ {−1, 0, 1}. By applying f to the equality we obtain(
r0 + r1λ+ · · ·+ rN−1λ

N−1
)
f(v) = λNf(v),

whence

|λ|N 6
N−1∑
i=1

|λ|i =
|λ|N − 1

|λ| − 1
6 |λ|N − 1 ,

a contradiction.

55



7.3.A Wolf’s Theorem for semidirect products Zn o Z

In this section we explain how to provide an affirmative answer to Question 7.10
in the case of semidirect products ZnoZ. This easy example helps to understand
the general case of polycyclic groups and the general Wolf Theorem.

Note that the semidirect product is defined by a homomorphism ϕ : Z →
Aut(Zn) = GL(n,Z), and the latter is determined by θ = ϕ(1), which is rep-
resented by a matrix M ∈ GL(n,Z). Therefore the same semidirect product is
also denoted Zn oθ Z = Zn oM Z.

Proposition 7.19. A semidirect product G = Zn oM Z is

1. either virtually nilpotent (when M has all eigenvalues of absolute value 1);

2. or of exponential growth (when M has at least one eigenvalue of absolute
value 6= 1).

Remarks 7.20. 1. The group G = Zn oM Z is nilpotent if M has all eigen-
values equal to 1 (see Case (1) of the proof of the proposition).

2. The same is not in general true ifM has all eigenvalues of absolute value 1.
The group G = ZoM Z with M = (−1) is a counter-example: It admits a
quotient which is the infinite dihedral group and the latter is not nilpotent.
In this example, the group G = Z oM Z is polycyclic, virtually nilpotent
but not nilpotent. In particular, the statement (1) in Proposition 7.19
cannot be improved to ‘G = Zn oM Z is nilpotent’.

Proof. Note that Zn oθN Z is a subgroup of finite index in G = Zn oθ Z (cor-
responding to the replacement of the second factor Z by NZ). Thus, we may
replaceM by some power ofM , and replace G with a finite-index subgroup. We
will retain the notation G and M for the finite-index subgroup and the power
of M . Then the matrix M ∈ GL(n,Z) will have no non-trivial roots of unity as
eigenvalues. In view of Lemma 7.17, this means that for every eigenvalue λ 6= 1
of M , |λ| 6= 1.

Of the two cases to consider, case (1) appears as an exercise on Ex. Sheet
4. We therefore only prove (2).

Assume thus that M has an eigenvalue with absolute value strictly greater
than 1. After replacing θ with its power θN if necessary, we may assume that
the matrix M has an eigenvalue with absolute value at least 2.

Lemma 7.18 applied to M implies that there exists an element v ∈ Zn such
that distinct elements s = (sk) ∈

⊕
k>0 Z2 define distinct vectors

s0v + s1Mv + . . .+ snM
kv + . . .

in Zn. With the multiplicative notation for the binary operation in G, the above
vectors correspond to distinct elements

gs = vs0(tvt−1)s1 · · · (tkvt−k)sk · · · ∈ G.
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Now, consider the set ΣK of sequences s = (sk) for which sk = 0 , ∀k > K + 1.
Then the map

ΣK → G, s 7→ gs

is injective and its image consists of 2K+1 distinct elements gs. Assume that
the generating set of G contains the elements t and v. With respect to this
generating set, the word-length |gs| is at most 3K + 1 for every s ∈ ΣK . Thus,
for every K we obtain 2K+1 distinct elements of G of length at most 3K + 1,
whence G has exponential growth.

7.3.B The general Wolf Theorem

Theorem 7.21 (Wolf’s Theorem). A polycyclic group is either virtually nilpo-
tent or has exponential growth.

The main ingredient in the proof of Theorem 7.21 is the following general-
ization of Proposition 7.19.

Proposition 7.22. Let G be a finitely generated nilpotent group and let ϕ ∈
Aut(G). Then the polycyclic group P = Goϕ Z is

1. either virtually nilpotent;

2. or has exponential growth.

Remark 7.23. The statement (1) in Proposition 7.22 cannot be improved to ‘P
is nilpotent’, see Remark 7.20, Part (2).

Proof. See Ex. Sheet 4.

Proof of Theorem 7.21. According to Proposition 5.45, it suffices to prove the
statement for poly-C∞ groups. Let G be a poly-C∞ group, and consider a finite
subnormal descending series

G = N0 > N1 > . . . > Nn > Nn+1 = {1}

such that Ni/Ni+1 ' Z for every i > 0. We argue by induction on n. For
n = 0 the group G is infinite cyclic and the statement is obvious. Assume that
the assertion of the theorem holds for n and consider the case of n + 1. By
the induction hypothesis, the subgroup N1 6 G is either virtually nilpotent or
has exponential growth. In the second case the group G itself has exponential
growth.

Assume that N1 is virtually nilpotent. Corollary 3.17 implies that G de-
composes as a semidirect product N1 oθ Z, corresponding to a homomorphism
Ψ : Z→ Aut (N1), θ = Ψ(1).

By hypothesis, N1 contains a nilpotent subgroup H of finite index. We may
moreover assume that H is characteristic in N1. In particular H is invariant
under the automorphisms ψ. We retain the notation θ for the restriction θ|

H
.
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Therefore, HoθZ is a normal subgroup of G. Moreover, HoθZ has finite index
in G, since G/(H oθ Z) is the quotient of the finite group N1/H.

By Proposition 7.22, H oθ Z is either virtually nilpotent or of exponential
growth. Therefore, the same alternative holds for N1 oθ Z = G. �

7.4 Milnor’s theorem
Theorem 7.24 (J. Milnor, [Mil68a]). A finitely generated solvable group is
either polycyclic or has exponential growth.

We begin the proof by establishing a property of conjugates implied by sub-
exponential growth:

Lemma 7.25. If a finitely generated group G has sub-exponential growth then
for all β1, . . . , βm, g ∈ G, the set of conjugates

{gkβig−k | k ∈ Z, i = 1, . . . ,m}

generates a finitely generated subgroup N 6 G.

Proof. Exercise on Ex. Sheet 4.

Exercise 7.26. Use Lemma 7.25 to prove that the finitely generated group H
described in Example 3.8 has exponential growth.

We now are ready to prove Theorem 7.24; our proof is by induction on the
derived length d of G. For d = 1 the group G is finitely generated abelian
and the statement is immediate. Assume that the alternative holds for finitely
generated solvable groups of derived length 6 d and consider G of derived length
d + 1. Then H = G/G(d) is finitely generated solvable of derived length d. By
the induction hypothesis, either H has exponential growth or H is polycyclic.
If H has exponential growth then G has exponential growth too (see statement
(c) in Proposition 7.9).

Assume therefore that H is polycyclic. In particular, H is finitely presented
by Proposition 5.48. Theorem 7.24 will follow from:

Lemma 7.27. Consider a short exact sequence

1→ A→ G
π→ H → 1 , with A abelian and G finitely generated. (18)

If H is polycyclic then G is either polycyclic or has exponential growth.

Proof. We assume that G has sub-exponential growth and will prove that G
is polycyclic. The group G is polycyclic iff A is finitely generated. Since H is
polycyclic, it has the bounded generation property (see Proposition 5.38); hence,
there exist finitely many elements h1, . . . , hq inH such that every element h ∈ H
can be written as

h = hm1
1 hm2

2 · · ·hmqq , with m1,m2, . . . ,mq ∈ Z .
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Choose gi ∈ G such that π(gi) = hi for every i ∈ {1, 2, . . . , q}. Then every
element g ∈ G can be written as

g = gm1
1 gm2

2 · · · gmqq a , with m1,m2, . . . ,mq ∈ Z and a ∈ A . (19)

Since H is finitely presented, by Lemma 3.42 there exist finitely many ele-
ments a1, . . . , ak in A such that every element in A is a product of G-conjugates
of a1, . . . , ak. According to (19), all the conjugates of aj are of the form

gm1
1 gm2

2 · · · gmqq aj
(
gm1

1 gm2
2 · · · gmqq

)−1
. (20)

By Lemma 7.25, the subgroup Aq generated by the conjugates gmq ajg−mq with
m ∈ Z and j ∈ {1, . . . , k} is finitely generated. Let Sq be its finite generating set.
Then the conjugates gnq−1g

m
q ajg

−m
q g−nq−1 with m,n ∈ Z and j ∈ {1, . . . , k} are in

the subgroup Aq−1 of A generated by gnq−1sg
−n
q−1 with n ∈ Z and s ∈ Sq. Again

Lemma 7.25 implies that the subgroup Aq−1 is finitely generated. Continuing
inductively, we conclude that the group A generated by all the conjugates in
(20), is finitely generated. Hence, G is polycyclic.

This also concludes the proof of Milnor’s theorem, Theorem 7.24.
By combining the theorems of Milnor and Wolf we obtain:

Theorem 7.28. Every finitely generated solvable group either is virtually nilpo-
tent or it has exponential growth.
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