
15.5 Perturbationmethods lecture Notes



①
Introduction
- Important to be able to make precise approximations to solutions
4- problems across applied mathematics

- Two methods - numerical methods
-

analytical Lasymphony methods }
not 'n Wmpetition ,

but complimentary .

- {
Perturbation methods - good for situations where some parameter is)

is large or small .

Numerical methods - workbest when all parameters are 04) .

- Agreement between the two is reassuring ,
butdten analytical methods

provide more insight .
- Am d- this course : to provide an introduction to a range of methods
that can be used to better understand the nature of solutions

to applied maths problems . Note that it's more of an art

than a science in many ways - we will learn the guidelines
but experience is everything !



②
chapterIAlgebraiceqhaliohS_

Example suppose we want to solve ✗2+9×-1--0 where [ is a

small parameter .

In this case , we can solve to give

✗ = ± [-2+-1%1--4] = I ±ji+l≤ .

-

It ± 1£14 . . .

The binomial theorem gives

✗ = {
+ I - £ +I - ¥2s + . _ .

mtnumvergena
for 1£14

- I - I -% + fÉ+ . . .

ie KK2 .

- Most important is the 'quality '
of the expansion ,

hi the sense d-
how good the truncated expansions are at approximating the roots
when E is small .

For 2--0
.
I ✗ ~ I. 0 1 term

/
we aim to get better

0.95 2 terms
and better

0.95125 3 terms approximations as we
0.951249 4 terms

,

take more terms
.

= 0.95124922 . .
. exact .

Here
, we first found the solution and then approximated .

But

usually we won't know the solution
,
so we will need to make the

approximation first !



ttheRerathemethod_ ③

we want to iteratively find solutions by letting ✗n+ , = gun i E)

Then it ✗* is a root we have ✗* = gl×* ; E) , and if I ✗n - ✗* I ← 1

we have
✗nt , - ✗

* =
g I✗n ; E)

- ✗
*

=

g I ✗
* + (✗n - ✗* ) ; [) - ✗

*

= 1g I✗* ; E) - ✗* It lxn- ✗* ) g ' Ix- I E) + . . .

⇒
Hence

, whether the iteration converges , and how quickly it converges ,

depends on Ig ' (✗* ; E) I .

For our example problem ,
✗2 + Ex- I = 0

,
we take Her thethe root)

91✗ i E) = J1-2IT so that ✗n+ , = J1-2XT .

we have of 1×-4<1 = g÷ ≈
-

I

↑
we know that ✗* ≈ I ii EX-← 1

Hence the iteration converges - ateach round me get approximately
a factor d- 42 Closer

.

Now we need to think about where to start 1this will potentially affect
the ability d- the iteration to converge .

A sensible choice for the starting point , Xo , is the solution for E = 0 .

there , we have ✗◦ = I .
1binomial expansion )

⇒ × , = SIT = I - £ - Is -13 + . .
.

FT
correct tools) higherorder terms incorrect .



④
Hence going turnand we only need to keep the first two terms : ✗I = I -£ .

✗2
= IT41-9ET = I - Ell-El - I f-E)2- % f-E)

'

+ . .

= I - £ + I + % + . _ .

- -

correctto higherorder terms incorrect
.

0 / E2)

Notes
- At each iteration , more and more terms are correct, butmore and

more work is required !!

- the only way to check a term is correct is to proceed to the next
iteration and see if it changes .

- For fast convergence , we want / of
'
I✗* ; E) 1 small

.
More generally ,

we try to choose of /✗ i E) sit . of
' I✗* is 1 exists and I g.

' Ix- i E) I→ 0
as E→ 0

.

- The usual procedure is to place the dominant term on the LH side
.

1As we will see later
, the dominant term can be adjusted by scaling .

)



⑤
t.IE/pansionmethod-lmuch more common>

Here , we set 2=0 and find the unperturbed roots (✗
= ± 1)

.

Then ,

we pose an expansion about one d- the roots d- the term

✗ = It EX, + E2 ✗< + {
3
×, + . . .

the root )

I←
need to find the Xi , which are Independent d- E .

we substitute the expansion into the angina equation 1×4 Ex- I = o ) :

(It EX, t 22✗zt {3×3 + . . _ )'t [ It + EX
, TE2X< TE3X} + . _ ) - I = 0

Expand to give
It 2×1 E t 1×12+2×2122 + 12×1 ✗it 2Xs ) { 3 + . . - t E + EZX , + E3 ✗z + . .

- 1--0
what terms of the same order in

.

E together :

4-1) + (2×1+1) [ + I✗it 2×2+ × , ) It 12×1×2+2✗} +✗2) E3 + . . .

= 0

Equate weltiuents in powers of E : we cando this because the approximation
{
°

: I - I = 0 µ
is rahd.tw any 8hIt . small E)
-

2
'
: ZX , + I = 0 ⇒ ×, =

-

±
automatically satisfied since we
started with the correct value

.

{
2

: ✗12+2×2+ ✗ ,
= 0 ⇒ ✗z = +8

[
3
: 2×1×2 +2×3 +✗z = 0 ⇒ ✗3=0

Note the expansion method is easier than the iterative method when
working to high orders. However

, we might not know the term of

µ
the expansion a priori - if we use the wrong expansion ,

the

method will break down the will see such examples lateron ) .
and we

/ do need to )assume

one !



⑥
I.38ngularperturbations_ / Another example where finding

perturbation solutions becomes onHim It! )

what is a singular perturbation ? consider the problem

2×2 + ✗ - I = 0 ← ter 2=0 there is one root I ✗= 1)
, but

-

for E -1-0 there are the roots
.

This is an example d- a scarperou problem in
.

which the

limit solution (⇐o) cutters in an important way from the limit E-30.
1Problems which are not singular are regulate . )
To see what is happening , let's lookat the exact solutions :

EX2+ ✗- I = 0 ⇒ ✗ = ¥ f- I ± J11-4ST]
For small E

,
we can expand the P term to give

✗ = { I - [ + 222 -524 + . . \ Valid for 1421<1
L

-

£ - I + [ - ZE2 + 5[ 4 + . .

It let < ¥ .

↑
this term means that the second root tends to ✗= - o
as 2-70 - this is a key feature d- these types of problems .

let's see what happens when we try touse the two methods we have
looked at so far .

Iterative method
-

there are two options ① 91×1 E) = 1- 2×2 (1st root )

② 91✗ i [ I =
(2nd roof ,

} WHY ??
E✗



⑦
Recall that we need of

'Hi E) small close to the root for this to work
.

① £ ( I- [✗2) = ZEX ← this will be small near ✗so
,
butnot

near ✗=3

② £ /
'¥ / = ¥-2 ← this is small near ✗=

-± butnot near
✗=O .

- TO do this , we needed an idea d- the scale d- the root
. we will see

what to do when this isn't the case later on .

Expansionmethod
TO capture the second root , we take ✗ = ¥ + ✗◦ + [× , + . . .

ldhʰ "d-is
as before )

substitute into the equation ( EX2+ ✗ - I = o) ;

[ /¥ +✗◦ 1- Exit . _ )
<

+ ( ¥ + ✗◦ to ✗it - . I - I = 0

Expand : EX- f t 2×-1 ✗of EL2X-1XO 1- ✗◦2) + . - t EX-it✗◦ + Exit . . -1=0

what terms in powers d- E :

singular root

↓

£ : X-it ✗-1--0 ⇒ ×- , = -1 a 0 ← regular root

[
°
: 2×-1×0 + Xo - I = 0 ⇒ ✗☐

=
- I 1

,
✗◦ = I

1
E
'
: 2×-1 ✗ ◦ +XP + × , = 0 ⇒ ×

,
= I 1 ×, =

- I

Flew Your
Regular root : ✗= 1- Et . _

Singular root : ✗ = -I -It E + . . .



t.tt/2escalihgtheequaIi-
⑧

For singular problems- a useful idea is to rescue theangina equation .

For the previous problem (2×27×-1--0) we let ✗ = ¥ so that

✗
'

+ ✗ - [ = 0 ← this is now a regular problem

i. the problem d- finding the correct starting point canbeneiuedas
the problem d- finding the right re-scaling to regularise the
singular problem .

There are some deferent approaches . . .

I. 4.1 systematic approach :

geheralrescaling-lneedtuistwbo.tn the
Pose a general scale factor and let expansionand iterative

approaches)

✗ = ok) ✗←
strictly order 'Fate factor as E.→0

.

This gives [ ✗2+8×-1=0
.

We consider the dominant balance in
.

the equation as 01s) varies
(small→ large) .

① Ok )<< I ED2X ' +8×-1 = 0
Final Email
-

cannot balance the ten on the RHS

② DIE)= I [82×2+8×-1=0
-

⇒ ✗ = It small
small TX This is the regular root

(which we got W10 scaling) .

③ ladle) << £ EO2X
<

+ of - I

g-
= small + ✗ + small

→ -

LHS/d [02×2

g-
= ed ✗2 Canady balance the zevoan
I,

the RHS 1711=0
,
but

⇒small this violates assumption
✗~ 0117 . #



⑨
As we keep increasing or , we see that the dominance d- the DX

term will be broken when D= ± (since then [ ✗2 also relevant)
.

④ ole ) = £ EO2X2+8 ✗- I

→
I

= ✗ '+✗ + small

LHS/[or £-2~ 04) and ¥ = ok)

i. Balance is ✗'+ ✗ = ✗1×+11--0 ⇒ ✗= - I 1as per the singular root)

so
,
if we rescue ✗= ¥ then we can find a regular expansion' n' ✗ ,

or
,
we don't rescue

,
but include the ¥ term

.

⑤ or⇒ I

EX2tg[ = ✗
<

+ small +small

-

2%-2<4 , ¥← I cannotbalance
theten onthe Rts

with ✗~ OLD *
SUMMARY : we proceed by varying d from small to large in order

to Identify dominant balances
.

-

scalings that yield dominant balances are known
as dt¥i%s .

t.4.ZAHemahveappnoachipatrwisewmparison-t.at
rwise comparison a- terms - quicker when youonly have a small

number d- terms !

- To get a sensible answer, we need at least two terms to be
in

'

balance
.

↑ Here 1st+ 2ⁿᵈ
,
1ˢᵗ and 3ʳᵈ

,
2ⁿᵈ and 3rd

.



④
EO2X ' + 8×-1--0

To ⑤ ⑤
① and② 202 ~ or ⇒ on ± ie ✗= ¥ /

and ① '②
dominate③ )(gives singular root)

① and ③ 202 ~ I ⇒ o=¥ BUT this doesn't give
adominant balance
because ② then

dominates
.

② and③ On 1 limo resealing
looks regular root) .

needed
.

/ ② '③ dominate①)



lJNon-IhtegraIpavers-

Examine

Haters might not always be integers ! ) ④

It - E) ✗2- 2 ✗ + I = 0 with 2<4 .

Ye
know that ✗ = I

= It ± [ ± ) 11 - Et et + . . . )

Tiaexpansion}
= I ± EE - E ± 2≥ + .

. .

setting 2--0 gives ✗= 1 as the double root lsngn d- danger to come ! )
.

We will proceed as usual 1knowing something will go wrong) to see
what happens .

Pose the expansion ✗ = It [✗it E2✗it . . .

Substitute Into the equation ( (I-E)✗2- 2×+1--0 )

4-E) It+ EX ,+E2✗zt . . I 2- Z11-1EX it 22×2 + . . ) + I = 0

Expanding :

I -1 2×19+12×2 +× ,2) E2 + . . - E - 2x , [
2
+ . .
-2-ZX1E - 2×222 +. . + I = 0

weltiuents.at powers d- E :

01st ) : I-2 + I = O W (since we startedwith the correct
value

, ✗= 1
,
at E = 0 )

.

Ok ') : ZX
,
- I - 2×1=0 - cannot be satisfied by any valued- × ,

Iexcept ×, = oo hi some sense.
. .
]

The cause 9- the chlticnlty : lookat the exact solution

✗ = ¥5 - for the largest root ✗ = I + [Et et E≥ + .
_ .

~

we should have expanded in
.

powers d- [
± !

this is what the × , = a constraint is hinting at : the scaling
on ×, is too small . . . )



And ,
in retrospect , we could have noticed /guessed that a change in

④

✗ d- order IT would be required for an order E Change in the LHS
at its minimum . . .

Instead , pose the expansion ✗ = It [
±
✗
± + Exit

. .
.

Substitute Into the equation ( ll-E) ✗2-2×+1=0 ) :

4-E) /HE ±✗± +EX,
+ . . / 2- 21 It [±✗± + Exit . _ ) + I = 0

⇒and :{÷:÷÷::::±÷:::÷:::::÷
. .

.to
comparing coefficients d- E :

018) : I - 2+ I = 0 it 1we hadthe correct guess for the ✗◦ term)

O1E ± ) : 2 ✗±
- 2×+2--0 it

O1E' ) : ZX , + ✗E- I -2×1--0 ⇒ ✗{ = I ⇒ ✗÷
= ± I

O1E≥ ) : 2×3=+2✗±×, - 2×+2
- 2X
;
= 0 ⇒ ×, = 1 for both roots

NB - each term is determined at a higher level thanwe might
have anticipated . . .



④
t.bfihd.mg/herightexpansionseqnen-
How can we determine the expansion sequence A-we don'thave the
exact solution?

Pose ✗ = 1+8, (E) × , with oils )← I

substitute Into 4- E) ✗2-2×+1--0

It- E) 11+9×112 _ 211+9×17+1=0

⇒ 1+20
, ✗ , + 8,2×12 _ 2- 20, ✗ , E- of

>XP E- 2-28, ✗ , -11--0

Simpkins :

1/+2*+92×12 - 2- 29×1 E- dixie -12-2*-1/1=0
⇒ 8,2×12- E - 28, × , E- 0,2×122--0

① ② ③ ④

Play dominant balance game again :

Edl ← E SO ③ ⇐ ② and ④ <<② ⇒ leading terms are 92×12 , E

① ②

To get a sensible balance : need of = {
±

.

In this case
, EX12- E - 2 [I × , - {2×12--0
\ /

✗f- 1--0 ⇒ × , = It .

To proceed to higher order - repeat : let ✗ = It E± + oixz

With 02K {± = of (E) .

Substitute into It-E) ✗2-2×+1--0 :

4-E) ( It [± 1-of✗2) 2- 2 /It [ ± + of ✗2) + I = 0
-

I1-2EE + 202×2+2 { ES2X≥ + { + of≥ ✗22

[ I1-2EE +202×2+2 E±oEXz +9+822×22]
⇒ {- [ET2E≥ +E21-2EI ✗2+29%02 ✗< + Edict ] } = °

- [Z1-2EE + 282×2] +I



Simplifying ④

µt2#+# + ZE1-2RK +8+822×22]
- [It ZE3-1EZ-12202×2+29%02 ✗< + Edict ] } = °

- [2/+2*+2*2] +✗

⇒ 22+282×2+42422 _ 22 ≥- E2-2EK ✗z - ZE ? oh ✗2- 2022×22--0
① ② ③ ④ ⑤ ⑥ ⑦

1 I 1 I

~ ④⇐③ ⑤← ① ⑥ ←① ⑦⇐②

only three terms to consider

Then , since di
<< {

± ② ← ① and so we must have

the dominant terms ① ~ ③ ie {
± or≥

= E ≥

⇒ oh = 2 .

Then
,
22£02 ✗ 2 - ZEE =D ⇒ ✗2--1

and ✗ = It {
±
+ E- . .

t.tl/erahvemethod-
- can be very useful in cases where the expansion sequence isn't

known !

Recall : 11-21×2 -2×+1=0 ⇒ ✗2-2×+1=2×2

/✗- 1)
2
= [✗ 2

⇒ let glx ; E) = I ±JI✗ so that Xn+i= I ± ÑXn
.

starting with ✗0--1 Cheroot) :

✗ , =/+JI

glxi E) = ItSIX ✗2=1+5511+15 )

( g' ( ✗ is) = IT = It sits
→ 0 as to /

✓✓ generates terms very quickly

compared to theexpansion
method !



t.7.lloganthms-lsomenmestneexpans.cn is not even in '

powersd-

consider the transcendental eqn ✗e-✗ = [ µ < {← 1)
✗e-

×
^

←
theother rootgets large as¥; ✗ ◦ and is more

drllicult to find .

are not close

to approximate
}
"° has ✗= ◦ as a solution

to ✗=o - easy -suggests trying ✗= Of [✗it E2 ✗zt . .
.

and expanding e-
×
.

lonsider an iterative procedure for the large root :

←
why this ? Because when

✗e-✗ = [ ⇒ f-ex = { ✗= log E) wehave

✗e-
✗
= [ log /E) ⇒ s

- log ✗ + × - log 1£ 1--0
but when ✗= 2log 1£ )

ie glxi E) = log IE1 + log × ✗e-✗ = 2 [Hog /E) <<E

✗nti = log I E) + log ✗ liaor this range ✗

is slowly varying
Note that for large × , ✗⇒ log ✗ whilst e-

✗ is

⇒ root is roughly around ✗ = log 1£ ) . rapidly varying .

he have g.
'Hist = f- which is small ter ✗~ log IE ) µ

(However g
' /✗ ie ) is not that small so unless E is very

small we might expect to see relatively slow convergence . . .
)

Taking ✗◦ = log IE ) ⇒ ×
,
= log (E) + log / log IE ) )

✗<
=

log IE1 + log / wg /E) + log fog /E) ) )
-

simply by writing
log 11+01 ≈ or for Idkel . . .



④

Note that we would actually need to calculate ✗ s to checkthe
first two terms are correct

.
. .

↳ see the printed lecture rules !

NB Dtltichlt sequence to guess
! Also

, having terms such as

log hog 1£ It means the asymptotic approximation is only
a good approximation for very small values of E .

INormally , he'd hope to get away with E- 0.5 or 0.1 but
here E = 10-9 gives log clog IE ) ) ≈ 3 ! ! )


