Backpropagation and Predictive Coding: an
experimental comparison

Abstract

Predictive coding is a biologically inspired learning framework that is becoming
increasingly popular in the artificial intelligence community. Despite some initial
results about its relation with backpropagation, most aspects are yet to be investi-
gated. In this work, I propose an empirical comparison between the two techniques,
showing significantly different learning outcomes based on the choice of different
hyperparameters.

1 Introduction

Neural networks are an efficient and high-performance solution to any optimization problem and are
widely researched and used in industry. The transition from shallow to deep networks began around
2012 when convolutional deep models started to achieve human-like results in image recognition
tasks [3], overcoming their shallow counterparts. Nowadays deep architectures are used everywhere,
from transformers [12] to GANs [3], obtaining results before considered impossible in many fields
[TOI[8][TT]. However, the increase in the number of layers comes at the price of explainability of the
models themselves. Analysing the behaviour of this multi-dimensional objects has proven incredibly
hard. As a consequence, empirical results are considered one of the best tools to understand what is
happening behind the hood. In particular, the study of the behaviour of the loss function can provide
insights on the effects that different hyper-parameters can produce. The simple projection of it on a
one or two-dimensional space already allows for an immediate and effective visualization of some of
the model’s properties [6].

Despite the possibility of constructing various models with different topologies to suit the most exotic
tasks, the used learning paradigm is always the same: the problem is formalised by defining a loss
function {(D, 0) (that represents the performance on the data D given the model’s parameters 6) and

the training process consists in finding the value 0 that minimizes it. This optimization problem is

always solved by computing the gradient V = &;;’Gl and by updating 6 accordingly to the gradient
descent equation
o' =0—-nV (1)

where 7 is a small positive constant, until a local optimum is reached. However, the computation of
V is not trivial, considering that state-of-the-art models are composed by millions, if not billions,
of parameters. For years, to solve this problem, the solution has always been the same: the back-
propagation algorithm, developed in 1986 [9]. Consequently, although we are able to experiments
with different hyper-parameters to tune the performance of a model, we are limited by the training
technique that might affect the quality of the reached local minima.

1.1 Backpropagation

Throughout this work, I will focus on a supervised setting, where the data D consist of (z, y) pairs
and the network M has to approximate the underlying conditional distribution p(y|). In a standard
fully connected network, neurons are organised in N layers L1, ..., Ly, each of which transforms its
input &; 3 according to the formulas

a; =0;xi1 2

z; = f(ai), y =L 3)
where f is a non linear activation function. In order to obtain V, the error between the computed
y and the true § is computed and backpropagated through the net according to the chain rule.



Backpropagation has proven successful throughout the years, however, multiple concerns have been
raised regarding its actual feasibility as a biological learning system that can occur in our brain. In
fac, it is difficult to explain how the global error signal would flow back through the network, as
it requires complex and structured relationships within neurons, that have not yet been observed.
It is justified, therefore, to question whether different mechanisms, more naturally inspired, would
perform better.

1.2 Predictive coding

Predictive coding is a framework that only relies on local synaptic connections to perform learning
{2ll. Instead of trying to globally minimize the loss function, the networks optimizes a layer-local
free energy function by balancing the value y; computed by the previous layer with the value x;
predicted to be correct for the next layer. Once this inference step reaches convergence, the network’s
weights can be updated to further decrease the free energy. As each computation is local (i.e., it does
not involve the flowing of the error value through multiple layers), the learning is completely Hebbian
and, therefore, more biologically plausible. Formally, predictive coding can be described through
variational inference lens, obtaining the following. As we want to model the posterior p(y|z; 0),
assuming a single layer scenario, we can define a family of distributions gg and try to approximate p
by minimizing the KL divergence

&€ = Dxrlae([y)llp(y, z;0)] @
which is an upper bound to the divergence between gg(x|y) and the posterior p(y|z;0). Fur-
ther assuming a Gaussian form for the joint distribution p(y,z;0) = p(y|z;0)p(z;0) =

N (y; f(012), X2)N (z; f(02/1), £1) and a point mass distribution for g, we obtain that
1
£ = —Eg[Inp(y, z; 0)] = —E(z;leg + 271 + Indr?E B,) 6))

where ¢ = y — f(z,6;) and e, = = — f(f2,02). In a multi layer network /i is the z in the layer
before and we have that

N N
£ = Zgl = Z Stel +In2nysy (6)
=1 =1

where ¢, = @; — f(®i1—1,0:—1). The inference step, therefore, consists in updating the values x;
to minimize & until convergence, while in the learning step we update each 6 to further minimize
£. The update dynamics are defined by the gradient descent algorithm, according to the following
derivatives:

o0&

~ %0 = sihaoi 0 =3 ta @)
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It is easy to see that each rule requires only post and pre-synaptic values within each layer [, instead
of requiring the loss value to be transmitted throughout the layer hierarchy. A visualization of the
architecture is provided in ﬁgure. For a complete derivation of the formulas refer to ﬂ[ﬂand (.

1.3 Relations between the two learning techniques

Backpropagation and predictive coding share the same learning procedure: given an input & an output
y is computed through an inference step and, successively, an error between y and the given § is
computed and used to train the network. However, the nature of these steps is profoundly different
between the two algorithms: backpropagation requires a single forward and backward pass involving
a hierarchical computational structure among the layers, while predictive coding relies on multiple
iterative steps executed independently by each layer. It has been shown, however, that under precise
theoretical conditions the two learning algorithm converge to the same update rule [13]. These
conditions, however, are not easily maintainable in a real-world scenario or, even, seem to be a
limitation for the expressiveness of predictive coding. Throughout this work, I will try to explore the
similarities and differences that arise between two identical architectures (i.e., same parameters and
layout), one trained with backpropagation and the other with predictive coding. The three condition
highlighted by are:

!"The paper is still an early version and contains some inconsistencies in the mathematical derivations.
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Figure 1: Learning through predictive coding. The red arrows show the errors’ propagation, which
affects only nearby weights via Hebbian rules.

1. | —y| < &: the predicted output should be close enough to the given label. This condition
is met once the model has achieved a sufficiently high accuracy, but is not true at the
beginning of the training process. Consequently it is not guaranteed that the minima found
through backpropagation and predictive coding will be the same.

2. Convergence of the inference step: before performing the learning step and update
the network’s weights, it is necessary for each x; to have converged to the minimum
of &(xy, ..., Ty, ..., o). However, it could require hundreds of inference steps to reach this
state, making predictive coding several orders of magnitude slower than backpropagation
and, as a consequence, not implementable for even the simplest tasks.

3. Fixed X: it is required that 3; = 1. However X; could be a trainable parameter of
the network (among with ;), allowing to optimize the energy function even further. As
backpropagation does not include these extra parameters, predictive coding models could be
seen as a super-set of it.
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Figure 2: Benchmarks of the different models, showing accuracy and required training time. Time to
convergence is the time necessary to reach 90% of the final accuracy.

2 Experiments and results

In order to compare the different learning settings, I trained several models with different hyper-
parameters using both backpropagation and predictive coding. The datasets used were MNIST
and FashionMNIST; the displayed results were obtained on FashionMNIST. A predictive learning
framework was developed using PyTorch and the models trained using a Nvidia Titan RTX. As
condition 1 cannot be enforced, I focus on the effects of relaxing conditions 2 and 3. Consequently,
for each architecture layout there will be five models: one trained with backpropagation and four
trained with predictive coding, with or without conditions 2 and 3. For convenience, I will use the
following naming scheme to refer to a particular network: algorithm_width_depth_relaxedConditions.
For example, bp_1024_8 is a network trained with backpropagation, with hidden dimension of 1024
and 8 hidden layers, while pc_256_8_rc2 is a 256x8 network trained using predictive coding and
by relaxing condition 2. To relax condition 3, it is simply necessary to add each ¥; to the model’s
trainable parameters. On the other hand, to enforce condition 2, I ran the inference step on each
training batch for 256 steps before performing the weights update. This was observed to be enough
to guarantee the desired convergence. Instead, when removing condition 2, I updated the weights
every 8 of those 256 steps, using the current values stored in the a; variables. As shown in ﬁgure@,
this allowed for significantly reduced training times, despite backpropagation still being faster. All
the results provided refer to networks composed by eight fully connected hidden layers, as, due to the
computational requirements of predictive coding and the limited time available, it was not possible to
experiment with more complex architectures.
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Figure 3: Comparison of the performance of different models. Predictive coding with condition 3
relaxed is the most similar to backpropagation. (The accuray is shown in red, the train (dotted) and
test loss in blue.)
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Figure 4: Loss landscape of different models. The loss function is mostly convex for every model,
but the pc_256_8_rc23. This can explain the training instability experienced.

2.1 Analysis of the loss landscape

By comparing the loss value and the accuracy obtained by the same network trained via backpropa-
gation and predictive coding, we may conclude that the two techniques are actually equivalent, as
they generally produce similar results. However, it can happen that the standard predictive coding
model is not able to correctly approximate and reach condition 1 (especially in narrow networks)
and this results in an early convergence to a significantly sub-optimal minimum (fig. 3b). Relaxing
condition 3, on the other hand, seems to bring huge improvements to these scenarios, with the
network performance always reaching the backpropagation one (ﬁg.. This is partially true also
for condition 2, but it may be due to the extra weight training steps available when training for a fixed
amount of epochs (relaxing condition 2 allows the network to updates its weight every 8 steps, instead
of 256, ﬁg.. The results are consistent among both datasets and with different hyper-parameters.

Using the code provided by Li et al. [€] adapted to work with predictive coding networks, I plotted
the two-dimensional loss landscape of the various models in order to verify that, given their similar
final loss and accuracy, their behaviour was comparable even in the neighborhood of the trained
parameters. This was not the case, with significant differences between them. Observing ﬁgure it
can be seen that the landscape defined by the predictive coding training is similar to what is obtained
through backpropagation when relaxing condition 3. This could be explained by considering the
role of the variance ¥ in equations (7) and (8): the error e is scaled accordingly to the inverse of
the variance, consequently a variable and trainable X could allow for a smoother flow of the error
throughout the network and, therefore, for a faster and more stable convergence. In fact, the ability to
rescale the error at a neuron level could allow the network to satisfy condition 1 more easily.

On the contrary, the effect of relaxing condition 2 is incredibly impacting and profoundly changes
the dynamics of the network (fig. [E) The loss function remains convex in most scenarios, but
it rapidly grows (o excessive values, showing that even a slight change in the network’s weights
would result in significant loss in the prediction accuracy. Relaxing both condition 2 and 3 seems to
bring improvements, however the loss landscape appears chaotic and convexity is lost everywhere
around each minimum but in the immediate vicinity of it (fig. . This would explain why, in
these settings, it was necessary to use a learning rate as low as le-5 in order to perform any training
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Figure 5: Weight distributions of the first two and last two layers of different models.

at all (as it is very easy to escape from the small convex area). Appendix A shows more detailed
reconstructions. Despite these difficulties, relaxing both condition 2 and 3 is, using the currently
available hardware, the only feasible, though unstable, way to train scalable architectures. Future
studies, should, therefore aim at understanding the causes of such different behaviours.

2.2 Analysis of the weights distributions

Similar differences can be found when analyzing the weight distributions across the networks’ layers.
Relaxing condition 3 results in the most similar model to the backpropagation one, in which the
weights in each layer are updated and follow approximately a Gaussian distribution, as expected
(fig. . On the contrary, the networks trained according to the remaining settings, fail to update
the deepest layers, as if the error was not flowing smoothly through the network. At the same time
the last layers’ weight distributions present a less regular shape, confirming that relaxing condition 3
seems to be the most performing solution (fig. .

2.3 Effect of weight decay

Using the variational inference interpretation of predictive coding, we can consider the process of
minimizing the free energy & as trying to maximize the probability

L-1
p(x, T1,...,zN) = p(x) H p(zi|zi—1) ©)
1=0

where p(z|zi+1) = N (@i; f(01-1, ©1—1), X1). Consequently, adding weight decay on the trainable
parameters @ and 3 could be seen as implementing some sort of Gaussian unit prior for each normal
distribution p(z;|xi41). In fact, to avoid negative variances, the network effectively stores the values
InY;. Therefore, the weight decay makes the values ¥ — 1 and f (01—1,@1—1) — 0, and, thus,
p(x;) = N(0,1). By applying a mild weight decay (i.e. 1e-6), we can see that the resulting loss
landscape is smoother and the training process more stable (ﬁgure@. Furthermore, the weights
appear to follow a Gaussian distribution in every layer, showing that the entirety of the network
is learning. However, it seems very sensitive in the choice of this hyperparameter as even slightly
different values prevent any meaningful training.

3 Conclusion

In this work, I have shown how different implementations of predictive coding results in different
learning outcomes. Predictive coding with trainable variance seems to lead to the results that are most
similar to backpropagation. Furthermore, adding a mild weight decay allows for a fast and stable
training, even when updating the model’s weight before reaching convergence on the ;.
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Figure 6: Performance of predictive coding when weight decay is applied. Both condition 2 and 3 are
relaxed.
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Figure 7: Zoomed version of the visualization of the loss landscape. It can be seen that pc_256_8_rc23
presents clear irregularities, while the other graphs are mostly convex.




